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Abstract Approximate mathematical models (meta-
models) are often used as surrogates for more computa-
tionally intensive simulations. The common practice is
to construct multiple metamodels based on a common
training data set, evaluate their accuracy, and then to
use only a single model perceived as the best while
discarding the rest. This practice has some shortcom-
ings as it does not take full advantage of the resources
devoted to constructing different metamodels, and it is
based on the assumption that changes in the training
data set will not jeopardize the accuracy of the selected
model. It is possible to overcome these drawbacks and
to improve the prediction accuracy of the surrogate
model if the separate stand-alone metamodels are com-
bined to form an ensemble. Motivated by previous
research on committee of neural networks and ensem-
ble of surrogate models, a technique for developing
a more accurate ensemble of multiple metamodels is
presented in this paper. Here, the selection of weight
factors in the general weighted-sum formulation of an
ensemble is treated as an optimization problem with
the desired solution being one that minimizes a selected
error metric. The proposed technique is evaluated by
considering one industrial and four benchmark prob-
lems. The effect of different metrics for estimating the
prediction error at either the training data set or a
few validation points is also explored. The results show
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that the optimized ensemble provides more accurate
predictions than the stand-alone metamodels and for
most problems even surpassing the previously reported
ensemble approaches.
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1 Introduction

The design of modern engineering systems relies on
high-fidelity computer simulations for accurate analysis
of system characteristics. Venkataraman and Haftka
(2004) note that analysis models of acceptable accuracy
have required at least 6 to 8 h of central processing
unit (CPU) time throughout the last 30 years, even
though computer processing power along with mem-
ory and storage capacities have drastically increased.
This perceived lack of improvement in computational
efficiency can be explained by the fact that the fidelity
and complexity of the analysis models have also steadily
increased over the same period.

When high-fidelity simulations are combined with
numerical design optimization, the computational cost
tends to increase; moreover, when using gradient-based
techniques, the accuracy and convergence of the opti-
mization solution are jeopardized if the response char-
acteristics that appear in the objective or constraint
functions are noisy.

Hence, there is a growing interest in utilizing design
and analysis of computer experiments methods to re-
place the computationally expensive simulations with
smooth analytic functions (metamodels) that can serve
as surrogate models for efficient response estimation.
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Metamodeling techniques aim at regression and/or
interpolation fitting of the response data at the speci-
fied training (observation) points that are selected us-
ing one of the many designs of experiments (DOE)
techniques. There are many metamodeling techniques
including polynomial response surface (PRS) approx-
imations (Myers and Montgomery 2002), multivariate
adaptive regression splines (Friedman 1991), radial ba-
sis functions (RBF; Hardy 1971; Dyn et al. 1986; Mullur
and Messac 2004), Kriging (KR; Sacks et al. 1989;
Armstrong and Champigny 1989; Martin and Simpson
2005), Gaussian process (GP; MacKay 1998; Daberkow
and Marvis 2002; Wang et al. 2005), neural networks
(Smith 1993), and support vector regression (SVR;
Gunn 1997; Clarke et al. 2005).

A review of literature provides many examples
where the accuracy and efficiency of various meta-
models for linear, nonlinear, smooth, and noisy re-
sponses have been investigated (Giunta and Watson
1998; Simpson et al. 2001a, b; Jin et al. 2001; Papila et al.
2001; Stander et al. 2004; Clarke et al. 2005; Fang et al.
2005; Wang et al. 2006). For instance, Fang et al. (2005)
found RBF gives accurate metamodels for highly
nonlinear responses whereas Simpson et al. (2001b)
found Kriging to be most suitable for slightly nonlinear
responses in high-dimension spaces. Jin et al. (2001)
proposed the use of PRS for slightly nonlinear and
noisy responses, while Clarke et al. (2005) found SVR
metamodels to be the best in their study. Queipo et al.
(2005) provide a good review of different metamodel-
ing techniques. In addition, a more recent and extensive
review of metamodeling can be found in Wang and
Shan (2007). While the studies cited above identify a
single metamodel as being accurate for a particular
form of response, in this study we will show that it is
possible to find a more accurate metamodel by gener-
ating an ensemble based on optimized weight factors.

The lack of sufficient information describing the re-
lationship between the response and the input variables
makes it difficult for an engineer to know which meta-
model is the best for a specific response. In addition,
due to the dependence of metamodel accuracy on the
selected DOE type, the number of design points in the
training data set, and the form (e.g., linear, nonlinear,
noisy, smooth) of the response, there is uncertainty in
metamodel predictions as noted by Goel et al. (2007).
Therefore, as an alternative to using a single meta-
model for a response of interest, it would be beneficial
to combine multiple metamodels in a weighted-sum
formulation. The resulting hybrid metamodel takes
advantage of the prediction ability of each individual
stand-alone metamodel to enhance the accuracy of the
response predictions.

The idea of combining different approximate mod-
els into a single hybrid model can be traced to the
development of committees of neural networks by
Perrone and Cooper (1993) with further refinement
by Bishop (1995). More recently, Zerpa et al. (2005)
and Goel et al. (2007) have extended this approach for
developing ensembles of metamodels. In a related field,
the recent development of ensemble of Kalman filters
(Evensen 2003) is also a good example. It is possible
to consider an ensemble approach as an alternative
to model selection in statistics; there is a large body
of work in this area including those by Madigan and
Raftery (1994) and Buckland et al. (1997).

Motivated by the previous research, this paper offers
a different approach for building an ensemble of meta-
models by finding the optimized values of weight fac-
tors that would minimize a selected error metric (e.g.,
root mean square error). To demonstrate the capability
of the proposed approach, the ensemble is assumed to
be made up of five different stand-alone metamodels
(i.e., PRS, RBF, KR, GP, and SVR) with a summary of
each technique provided in the “Appendix.”

The remainder of the paper is organized as follows.
“Section 2” presents the basic weighted-sum formula-
tion and the different approaches that can be followed
for selecting the weight factors for the individual meta-
models. “Section 3” describes the example problems
considered and the numerical procedure for finding an
ensemble with optimized weight factors. The presen-
tation and discussion of results appear in “Section 4,”
followed by the summary of important conclusions in
“Section 5.”

2 Ensemble of metamodels

2.1 Weighted-sum formulation

If all the stand-alone metamodels developed for a given
response happen to have the same level of accuracy,
then an acceptable form for the ensemble would be
a simple average of the metamodels. However, this is
not generally the case because some metamodels tend
to be more accurate than others. Hence, in attempting
to enhance the accuracy of the ensemble, the stand-
alone metamodels (members of the ensemble) have to
be multiplied by different weight factors. By using a
weighted-sum formulation (Bishop 1995), an ensemble
of metamodels for approximation of response y(x) is
expressed as

ŷe (x) =
M∑

i=1

wi (x)ŷi (x) (1)
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where ŷe is the ensemble-predicted response, M is
the number of metamodels in the ensemble, wi is the
weight factor for the ith metamodel, ŷi is the response
estimated by the ith metamodel, and x is the vector of
independent input variables. The weight factors in (1)
are calculated while satisfying the requirement

M∑

i=1

wi (x) = 1 (2)

In general, the weight factors are selected such that
the metamodels with high accuracy have large weight
factors and vice versa.

2.2 Weight factors selection based on error correlation

The training data set represents a collection of N design
points (i.e., training points) that are identified according
to the DOE technique used. The response values at
these training points are used to fit a stand-alone meta-
model. For forming a committee of neural networks,
Bishop (1995) proposed selecting the weight factors as

wi =
M∑

j=1

(
C−1

)

ij

/
M∑

m=1

M∑

j=1

(
C−1

)
mj (3)

where C is the error correlation matrix whose elements
are calculated from

C ij = 1

N

N∑

k=1

(
ŷk

i − yk) (ŷk
j − yk

)
(4)

where yk is the true response value corresponding to
input vector xk, with ŷk

i and ŷk
j the corresponding

predicted values by the ith and jth neural networks,
respectively. Equations (3) and (4) can also be used in
generating an ensemble of metamodels.

Selecting weight factors from (3) minimizes the error
in the whole domain of input variables (Bishop 1995)
based on the assumption that the errors of different
neural networks are uncorrelated and unbiased (that
is, with zero mean), which is not always true. In ad-
dition, even though this approach may be suitable for
application to committee of neural networks, it may be
unsuitable for ensembles based on other metamodeling
techniques. In the case of neural networks, because
there is a difference between the true response com-
puted at each training point and the prediction of a
neural network, ŷk

i , the error correlation matrix C is
nonvanishing. However, if the error metric is chosen
as the difference between the predicted and true re-
sponses at the training points (see (4)), then for some

types of metamodels (e.g., RBF and KR) the difference
is zero and the correlation matrix C becomes a null
matrix. A possible solution to this problem is to use
k-fold cross-validation errors instead.

2.3 Weight factors selection based on prediction
variance

Motivated by the work of Bishop (1995), Zerpa et al.
(2005) proposed the use of a weighted-sum model
of different metamodels (RS, KR, and RBF) for the
optimization of an alkali surfactant-polymer flooding
process. They chose the prediction variance as the error
metric and set the value of weight factor for each
metamodel to be inversely proportional to the point-
wise estimate of the prediction variance as

wi = 1

Vi

/
M∑

j=1

1

Vj
(5)

where Vi is the prediction variance of the ith meta-
model. The selection of weights via (5) minimizes the
prediction variance of the weighted-sum model based
on the assumption that the metamodel predictions are
unbiased and uncorrelated.

2.4 Weight factors selection based on GMSE or RMSE

The generalized mean square cross-validation error
(GMSE) is very similar to prediction error sum of
squares statistic. If there are N training points, then a
metamodel is constructed N times, each time leaving
out one of the training points. Then the difference
between the exact response at the omitted point and
that predicted by each variant metamodel is used to
evaluate the global error as

GMSE = 1

N

N∑

k=1

(
yk − ŷ(k)

)2
(6)

where yk is the true response at xk and ŷ(k) is the
corresponding predicted value from the metamodel
constructed using all except the kth design point. As
evident by (6), the greater the number of training points
the higher the cost of calculating the GMSE metric.
This metric gives an average error in the estimated
response at the selected training points. Therefore,
depending on the number and distribution of training
points, GMSE may not necessarily provide an evidence
of global error in the whole domain of input variables.
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Goel et al. (2007) considered an ensemble of three
metamodels (RS, KR, and RBF), used the GMSE of
the individual metamodels, and selected the appropri-
ate weight factors as

wi = w∗
i

/
M∑

j=1

w∗
j (7a)

w∗
i = (

Ei + α Ē
)β

(7b)

Ē = 1

M

M∑

i=1

Ei (7c)

whereEi is the GMSE of the ith metamodel with β <0
and α < 1. In this approach, the analyst specifies the
values of parameters α and β based on the importance
of Ei and Ē. According to (7), a metamodel with a
large GMSE shall have a small role in the ensemble by
receiving a small weight factor and vice versa.

Whereas the freedom of selecting the parameters α

and β gives the analyst some flexibility, the optimal
choice of these parameters requires experimentation.
For example, Goel et al. (2007) found that α = 0.05 and
β = −1 leads to a good model in their study. Here, we
suggest that these parameters could have been selected
so as to minimize the GMSE of the ensemble. In fact,
when the selection of weight factors is based on the
minimization of GMSE, then a parametric model such
as (7b) and (7c) is not necessary as will be shown later.

In general, Goel et al. (2007) showed that the GMSE
is a reasonably good substitute for the root mean
square error (RMSE); however, they noted that GMSE
overestimated RMSE for PRS while underestimated it
for KR and RBF metamodels. Similarly, Martin and
Simpson (2005) found that if a metamodel’s predicted
R2 (based on GMSE) is greater than 0.90, then the
metamodel’s actual R2 (based on RMSE) is also greater
than 0.90.

Besides GMSE, it is also possible to use the RMSE
as the error metric, Ei in (7b) and (7c). In that case,
RMSE is calculated based on data at some randomly
selected design points belonging to a test data set; these
test points are separate from the training points and as
such provide a less biased measure of global error in
the model. Depending on the precision level sought for
estimating the error, the number of test points, denoted
by T, can vary with a typical value in the range of
0.1N to 0.4N. Whereas for GMSE calculation, N vari-
ants of the same metamodel are constructed based on

responses evaluated at N design points, in RMSE only
a single metamodel is constructed, but the response val-
ues at N(training) + T(test) points are needed. Hence,
for the former error metric, the computational cost is
tied to the development of multiple variants of the
metamodel, while for the latter error metric the cost
burden is in the additional simulations for response
determination. Depending upon the type of metamodel
and the computational cost of response calculation, one
error metric would be less expensive to evaluate than
the other.

2.5 Weight factors selection based on error
minimization

Here, the weight factors in (1) are selected by solving
an optimization problem of the form

Find wi, i =∈ M that would

min εe = Err
{

ŷe

(
wi, ŷi

(
xk))y

(
xk) , k = 1 ∈ N

}

s.t.
M∑

i=1

wi = 1 (8)

where Err{} is the selected error metric that measures
the accuracy of the ensemble-predicted response, ŷe.

It is worth noting that the availability and diversity of
metamodels are the two basic criteria for membership
in the ensemble (1). Should one stand-alone metamodel
be significantly less accurate than the rest, its corre-
sponding weight factor would be reduced accordingly
in the solution of (8).

Because only one (global) ensemble is sought to
describe the response variation over the range of all
input variables, the problem in (8) is solved only once.
Hence, the computational cost of solving (8) depends
only on the form of the objective function (i.e., error
metric) and the number of design variables, which is
the same as the number of members in the ensemble;
as such, it would constitute only a small fraction of
the overall computational cost. Optimization cost is on
par with fitting a response surface model. The weight
selection in (8) is also different from the adaptive meta-
modeling approaches (Wang et al. 2001; Wujek and
Renaud 1998a, b) where the metamodels are updated
during the process as new data points are used.

If, for example, GMSE is chosen as Err{} in (8),
then its value for the ensemble is found using (6) with
ŷ(k)

e replacing ŷ(k). Likewise, if RMSE is chosen as
the error metric, then the weight factors are evaluated
by minimizing this error at an arbitrary set of points
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referred to here as the validation points. In this context,
RMSE can be defined as

RMSEv = 1

Nv

√√√√
Nv∑

i=1

[
y
(
xv

i

)− ŷe
(
w, xv

i

)]2 (9)

where Nv is the number of validation points and xv
i

is the vector of input variables corresponding to the
ith validation point. After the optimal values of the
weight factors are found, (1) is used to estimate the
response of interest. When using RMSEv , the accuracy
of the resulting ensemble depends on the value of Nv ,
and as such, the best value for Nv would be problem
dependent as will be shown in the example problems.

The general procedure based on the formulation in
(8) is independent of the error metric selected. For
example, it is possible to use any of the other global
error metrics reported in the literature such as corre-
lation coefficient between the predicted and the actual
responses, coefficient of multiple determination (R2)

and also its adjusted value (R2
adj), average absolute

error, or maximum absolute error. Likewise, it is also
possible to make the selection via local error measures
(e.g., prediction variance) as was done by Sanchez et al.
(2006). However, it is important to note that the ac-
curacy of the resulting ensemble does depend on the
error metric used. In the following example problems,
we present the solution to (8) using two global error
metrics (i.e., GMSE and RMSEv).

3 Example problems

To test the performance of the proposed ensemble
technique with optimized weight factors, five example
problems are considered. In the first four, the true re-
sponse is described by analytic functions that are com-
monly used as benchmark problems in the literature
whereas in the last one the true responses are obtained
from nonlinear transient dynamic finite element simu-
lations of an automobile model in frontal crash with two
barriers, one rigid and one deformable.

3.1 Benchmark problems

The benchmark problems are defined by the following
four analytical functions:

Branin–Hoo

y (x1, x2) =
(

x2 − 5.1x2
1

4π2
+ 5x1

π
− 6

)2

+ 10

(
1 − 1

8π

)
cos (x1) + 10 (10)

where x1 ∈ [−5, 10], and x2 ∈ [0, 15].

Camelback

y (x1, x2)=
(

4 − 2.1x2
1+

x4
1

3

)
x2

1+x1x2+
(−4 + 4x2

2

)
x2

2

(11)

where x1 ∈ [−3, 3], and x2 ∈ [−2, 2].

Goldstein–Price

y (x1, x2) = [
1 + (x1 + x2 + 1)2

× (
19 − 4x1 + 3x2

1 − 14x2 + 6x1x2 + 3x2
2

)]

× [30 + (2x1 − 3x2)
2

× (
18 − 32x1 + 12x2

1 + 48x2

−36x1x2 + 27x2
2

)]
(12)

where x1, x2 ∈ [−2, 2].

Hartman

y (x) = −
m∑

i=1

ci exp

⎡

⎣−
n∑

j=1

aij
(
x j − pij

)2

⎤

⎦ (13)

where xi ∈ [0, 1]. Both the three-variable (n = 3) and
the six-variable (n = 6) models of this function are
considered. The values of function parameters ci, aij

and pij for Hartman-3 and Hartman-6 models, taken
from Goel et al. (2007), are given in Tables 1 and 2.
The value of the parameter m for both cases is taken
as four.

Table 1 Parameters used in
Hartman-3 function, j ∈ 1, 3 i aij ci pij

1 3.0 10.0 30.0 1.0 0.3689 0.1170 0.2673
2 0.1 10.0 35.0 1.2 0.4699 0.4387 0.7470
3 3.0 10.0 30.0 3.0 0.1091 0.8732 0.5547
4 0.1 10.0 35.0 3.2 0.03815 0.5743 0.8828
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Table 2 Parameters used in Hartman-6 function, j ∈ 1, 6

i aij ci pij

1 10.0 3.0 17.0 3.5 1.7 8.0 1.0 0.1312 0.1696 0.5569 0.0124 0.8283 0.5886
2 0.05 10.0 17.0 0.1 8.0 14.0 1.2 0.2329 0.4135 0.8307 0.3736 0.1004 0.9991
3 3.0 3.5 1.7 10.0 17.0 8.0 3.0 0.2348 0.1451 0.3522 0.2883 0.3047 0.6650
4 17.0 8.0 0.05 10.0 0.1 14.0 3.2 0.4047 0.8828 0.8732 0.5743 0.1091 0.0381

3.2 Automobile crash problem

A finite element (FE) model of a c-class passenger car
shown in Fig. 1 is used for full frontal impact (FFI)
and offset-frontal impact (OFI) simulations using the
FE code, LS-DYNA. Here, metamodels are sought
that can accurately estimate the intrusion distances
and average peak accelerations at the floor pan, the
driver seat, and steering wheel locations in FFI and OFI
scenarios for a crash duration of 100 ms; hence, there
are 12 responses of interest.

The input-variable vector consists of the geometric
parameters that control the shape (x1 to x4) and wall
thickness (x5) of the two side rails (see Fig. 1) as
well as the parameters that define variability or un-
certainty in the material stress–strain relationship (x6),
offset distance (x7), impact speed (x8), and occupant
mass (x9). In an earlier investigation by Rais-Rohani
et al. (2006), these responses were modeled using the
multiquadric formulation of RBF for subsequent use
in the reliability-based design optimization of the side
rails. Here, we will consider different metamodeling
techniques to compare the estimation accuracies of the
stand-alone and ensemble of metamodels for the 12
responses of interest.

3.3 Design and analysis of computer experiments

For the benchmark problems in (10) through (13),
Latin hypercube sampling (LHS) technique is used to

select the locations of the training points such that the
minimum distance between the design points is maxi-
mized. The MATLAB® routine lhsdesign and maximin
criterion with a maximum of 20 iterations is used to
obtain the locations of the training points.

To reduce the effect of random sampling, 1,000
different training sets are used for all the benchmark
problems except the Hartman-6, which is based on 100
different training sets. Depending on the number of
input variables, the training set for each benchmark
problem is composed of 12 to 56 design points. Hence,
all the corresponding metamodels (stand-alone and en-
semble) are constructed multiple times with the error
estimate being the average value corresponding to mul-
tiple versions (replicates) of the same metamodels. The
low computational cost is the reason for considering
such a large quantity of training sets and replicates.
Ordinarily, it would not be necessary or practical to
perform such an elaborate evaluation.

The accuracy of each stand-alone and ensemble
model for the benchmark problems is measured using
the mean and the coefficient of variation (COV) of
GMSE and RMSE error metrics. The COV of error
metrics for different examples specifies the variation
of function values on data set for different examples.
While the GMSE error metric is calculated at the de-
sign points in each independent training set and then
averaged over the multiple training sets, the RMSE
is calculated using the response prediction errors at
the individual test points in a single test data set and

Fig. 1 Perturbed geometry
of the right side rail at the
upper and lower limits
of x1 through x4
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Table 3 Summary of training
and test data used in each
problem

Problem Training sets Design points in Test points
a training set

Branin–Hoo 1,000 12 441
Camelback 1,000 12 441
Goldstein–Price 1,000 12 441
Hartman-3 1,000 20 512
Hartman-6 100 56 496
Automobile crash 1 100 40

then averaged over the multiple training sets. Similar
to the locations of the training points, the locations of
validation points used in (9) are also selected in random
based on LHS.

For the automobile crash problem, the LHS
technique is also used; however, because of the
computational cost of each high-fidelity simulation
(13 CPU hours for FFI and 17 CPU hours for
OFI using a 32-processor IBM Corp. Linux Clus-
ter with Intel Pentium III 1.266-GHz processors
and 607.5-GB random-access memory), the meta-
modeling calculations are done using only a single
training set with 100 training points (∼11 times the
number of input variables). Therefore, a total of 200
simulations are performed to generate the pool of true
responses for the two crash scenarios.

For the ensemble models found using (8), the fmin-
con function (optimizer) of MATLAB® based on the
sequential quadratic programming algorithm is used
to solve the optimization problem. In all the example
problems, the initial values for the weight factors in
both the GMSE and RMSE minimization problems
are chosen to be 1

/
M = 0.2. Because the optimization

routine is a gradient-based optimizer and the objective
function being minimized is not necessarily convex,
there is a possibility for the solution to represent only a
local optimum.

Additional information about the training and test
data sets is provided in Table 3. Depending upon the
size of input-variable vector, the number of test points
is adjusted to assure accuracy of the error estimates.
In the benchmark problems, the number of design
points in each training set is equal to twice the num-
ber of coefficients in the corresponding quadratic PRS
metamodel, while the number of design points in the
automobile crash problem is the same as that used in
Rais-Rohani et al. (2006).

3.4 Metamodeling techniques

Five different metamodeling techniques are considered
here; they include: PRS, RBF, KR, GP, and SVR.

These metamodels are also used as the five members
of the ensemble that is developed based on the four
previously described techniques.

The PRS metamodel is represented by a second-
order (i.e., fully quadratic polynomial) model. The RBF
metamodel is based on the multiquadric formulation
with the constant, c = 1. A Gaussian correlation func-
tion and a linear trend model are used in KR meta-
model. The covariance function in GP metamodel is
selected as the sum of a squared exponential function
with automatic relevance determination and covariance
function for the input-independent noise (i.e., white
noise). In SVR metamodel, a Gaussian kernel function
is used with the size of the insensitive zone selected
as 1% of the response range. The mathematical de-
scriptions of the five metamodels are provided in the
“Appendix.”

While for metamodeling of the benchmark prob-
lems, the range of values for each input variable is
that shown below the function in (10) to (13), for the
automobile crash problem, the nine input variables are
normalized in the scale of −1.0 to 1.0.

4 Results and discussion

With the exception of the automobile crash example,
the error values reported in this section represent the
average value over the number of training sets used in
each case. The abbreviated symbols introduced previ-
ously are used to identify the individual metamodels.
For the ensembles, the model based on simple averag-
ing is labeled as EA, the one based on the technique of
Goel et al. (2007) is denoted by EG, the one based on
GMSE minimization (at the training points) is labeled
as EP, and the one derived from RMSE minimization
(at the validation points) is denoted by EV_Nv . The
effectiveness of each model is measured according to its
ability to reduce the selected error metric. To facilitate
the comparison of different models, the error values
are normalized with respect to the stand-alone meta-
model having the lowest error among the five meta-
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Fig. 2 Development and evaluation steps for each metamodel

models considered. Henceforth, the word ‘normalized’
is dropped when referring to the error. The flowchart
in Fig. 2 shows the steps in development and accuracy
assessment of a metamodel for each of the benchmark
problems. For the automobile crash problem, the mul-
tiple overlapping boxes in Fig. 2 should be treated as a
single box.

4.1 Branin–Hoo

The results for this problem are given in Table 4, where
the lowest error value in each category is shown in
bold for ease of comparison. According to the average
value of GMSE, SVR is found to be the best stand-
alone metamodel for this function whereas RBF is the
best when considering the average value of RMSE.
Here, EP based on the GMSE minimization yields the
smallest GMSE overall. With an average GMSE of
0.81, EP is 20% more accurate than the best stand-
alone metamodel and ∼15% more accurate than the
EG ensemble. However, when considering the RMSE
metric, EV_Nv ensemble based on RMSE minimiza-
tion at Nv validation points gives better results, and
the improvement is amplified by increasing the number
of validation points (Nv = 2, 3, or 5) with EV_5 being
the best ensemble in Table 4. The fact that EP gives
the lowest mean GMSE value is not surprising as the
corresponding weight factors were optimized for that
condition. However, when the value of RMSE at the
test points is used as the error criterion, EV_Nv gives
a superior ensemble. It should also be mentioned that
the results presented in Table 4 are sensitive to the
number of test points used as well as the possibility of
encountering outliers. Therefore, the selection of test
points requires additional care and oversight.

Recall that the mean and COV values in Table 4
are calculated based on 1,000 different training sets.
Hence, the mean values of the GMSE and the RMSE
over the selected population sample has a COV of
1
/√

1, 000 times that of the native COV of the GMSE
and the RMSE (reported in rows 4 and 6 of Table 4),
respectively. For instance, the COV of the mean GMSE
for PRS model is 0.41

/√
1, 000 = 0.013. This number

provides an estimate of the standard error in the pre-
diction of mean GMSE over 1,000 training sets, which
is fairly small in this case.

The mean values of weight factors over multiple
replicates of each ensemble are listed in Table 5. The
values inside parentheses in Table 5 are the standard

Table 4 Comparison of accuracies of stand-alone and ensemble models for Branin–Hoo

Error metric Stand-alone Ensemble

PRS RBF KR GP SVR EA EG EP EV_2 EV_3 EV_5

GMSE (mean) 1.25 1.02 1.30 1.06 1.00 0.99 0.95 0.81 1.09 1.09 1.07
GMSE (COV) 0.41 0.31 0.33 0.31 0.26 0.31 0.32 0.35 0.35 0.33 0.33
RMSE (mean) 1.22 1.00 1.18 1.01 1.07 0.97 0.97 1.02 0.95 0.94 0.91
RMSE (COV) 0.15 0.21 0.38 0.38 0.23 0.27 0.27 0.23 0.29 0.28 0.28
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Table 5 Means and standard
deviations of weight factors
in ensemble models for
Branin–Hoo

Type of Weight factors
ensemble

PRS RBF KR GP SVR

EA 0.200 (0) 0.200 (0) 0.200 (0) 0.200 (0) 0.200 (0)
EG 0.189 (0.057) 0.214 (0.027) 0.171 (0.030) 0.210 (0.040) 0.216 (0.034)
EP 0.251 (0.296) 0.189 (0.285) 0.029 (0.119) 0.209 (0.320) 0.322 (0.353)
EV_3 0.157 (0.283) 0.144 (0.296) 0.195 (0.334) 0.254 (0.376) 0.249 (0.367)

deviations. For the Branin–Hoo function, SVR has the
largest weight factor in all the weighted-sum ensemble
models. For the EG, EP, and EV_3 models, the prefer-
ence for the other metamodels is mixed. Whereas after
SVR, EG ensemble favors the RBF metamodel; EP
and EV_3 ensembles favor PRS and KR metamodels,
respectively. The standard deviation values show rela-
tively large variability in the individual weight factors in
EP and EV_3 models but a somewhat small variation in
the case of EG.

When considering the results in Tables 4 and 5,
it appears that the stand-alone metamodel with the
lowest GMSE value is most often the one with the
highest weight factor in the weighted-sum ensemble
models. However, no trend is found in the relationship
between GMSE and weight factors for the other four
metamodels.

Figures 3 and 4 show the boxplots for the error met-
rics, GMSE and RMSE, respectively, corresponding
to the nine different metamodels for the Branin–Hoo
function. The boxplots provide a graphical depiction of
how the normalized value of each metric varies over
the range of training sets used. The bottom and top of
each box represent the lower and upper quartile values,
respectively, with the interior line representing the me-
dian. The broken line (whiskers) extending from each

Fig. 3 Boxplots of normalized GMSE over 1,000 training sets

end of the box indicates the extent of the remaining
data relative to the lower and upper quartiles. Here,
the maximum whisker length is set at 1.5 times the
interquartile range, and the data beyond this limit (if
present) are characterized as outliers and represented
by the + symbols.

When comparing the effectiveness of EP and EV_Nv

ensembles, it is important to note the difference in
the number of design points (and responses) used in
each case. For GMSE minimization in this problem,
responses at 12 training points are used whereas for
RMSE minimization with Nv = 3, there are three ad-
ditional responses (15 total).

To determine what happens under an equivalent
condition, we evaluated a test case in which 15 train-
ing points are used in GMSE minimization while 12
training plus 3 validation points are used in RMSEv

minimization.
The results in Table 6 indicate that, in this case,

GP is the best stand-alone metamodel for both error
metrics, which is different from the previous results in
Table 4. This finding shows that the performance of
metamodels has a strong dependency on the number
of training points used. Similarly, the performance of
the ensemble of metamodels is altered as the number
of training points is changed. In Table 6, EP has the

Fig. 4 Boxplots of normalized RMSE over 1,000 training sets
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Table 6 Comparison of
accuracies of stand-alone and
ensemble models for
Branin–Hoo based on an
equivalent number of data
points

Error metric Stand-alone Ensemble

PRS RBF KR GP SVR EA EG EP EV_3

GMSE (mean) 1.42 1.09 1.24 1.00 1.09 1.03 0.98 0.84 1.03
GMSE (COV) 0.34 0.31 0.35 0.37 0.30 0.32 0.33 0.37 0.32
RMSE (mean) 1.52 1.15 1.11 1.00 1.27 1.06 1.04 1.07 1.06
RMSE (COV) 0.12 0.22 0.51 0.37 0.22 0.30 0.31 0.31 0.30

best performance overall. Note also that the values in
the last column of Table 6 (for EV_3) are different from
the corresponding values in Table 4. The reason for this
difference is the use of different data sets for Tables 4
and 6. This difference shows the high variability in
function values and dependence on data sets.

4.2 Other benchmark problems

For the Camelback, Goldstein–Price, Hartman-3, and
Hartman-6 functions, the values of GMSE and RMSE
for the stand-alone and ensemble of metamodels are

compared in Fig. 5. The general trend in Fig. 5 is that
the best metamodel based on GMSE is different from
that based on RMSE metric. When the GMSE metric
is used, the EP ensemble clearly works the best. On
average, the error of EP ensemble is 13% less than that
of the most accurate stand-alone metamodel. When
the RMSE metric is used, then the EV_Nv ensem-
ble provided the best model; of course, the perfor-
mance of EV_Nv improves as the number of validation
points is increased. Average weight factors (average
over 1,000 DOEs) of metamodels in different ensem-
bles for Camelback, Goldstein–Price, Hartman-3, and
Hartman-6 functions are presented in Fig. 6. Note that

Fig. 5 Comparison of stand-alone and ensemble of metamodels for a Camelback, b Goldstein–Price, c Hartman-3, and d Hartman-6
functions
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Fig. 6 Weight factors of metamodels (averaged over 1,000 training sets) in different ensembles for a Camelback, b Goldstein–Price,
c Hartman-3, and d Hartman-6 functions

the weight factors of the metamodels for EA ensemble
is equal to 1

/
M = 0.2.

4.3 Automobile crash problem

Table 7 identifies the best stand-alone and ensemble of
metamodels for the 12 responses of interest. In terms

Table 7 Accuracy of metamodels for crash problem

Metamodel type Number of responses most
accurately modeled based on

GMSE RMSE

PRS 0 0
RBF 1 9
KR 4 1
GP 7 2
SVR 0 0
EA 0 0
EG 0 0
EP 12 0
EV_40 0 12

of GMSE, GP is found to be the best stand-alone
metamodel for the majority of responses whereas RBF
appears the best in terms of RMSE metric. As for the
ensembles, EP gives the best ensemble based on GMSE
metric whereas EV_40 is the best according to RMSE
value. As an example, the accuracies of the metamodels

Fig. 7 Comparison of stand-alone and ensemble of metamodels
for one of the responses (acceleration at driver seat under full
frontal impact) in the crash problem
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for one critical response (i.e., acceleration at driver seat
under full frontal impact) are compared in Fig. 7 where
EV_40 is shown to be the best model overall.

4.4 General findings

After the examination of results for the five example
problems, the general findings can be summarized as
follows:

1. An ensemble of metamodels with optimized weight
factors based on EP or EV_Nv formulation always
outperforms its stand-alone members when judged
by the same error metric.

2. Although the choice of error metric does not
change the overall approach, which circles around
the solution to the optimization problem in (8),
it can influence the accuracy of the resulting
ensemble.

3. When using GMSE (i.e., focusing on average error
at the training points), EP ensemble with its weight
factors found through GMSE minimization outper-
forms the other ensembles.

4. When using RMSE (i.e., focusing on average er-
ror at the test points), EV_Nv ensemble with its
weight factors found through RMSEv minimization
outperforms the other ensembles.

5. While the general trend indicates that the higher
the value of Nv the better the ensemble, the rate of
improvement varies from one problem to another.
Because the best value for Nv tends to be prob-
lem dependent, it is not possible to establish strict
guidelines on its selection. However, in general, the
required value for Nv is far less than the number of
design points in the training set.

6. While the use of EV_Nv ensemble can be advanta-
geous, it tends to be more expensive due to addi-
tional simulations.

7. While it is easy to safeguard against outliers among
the test points, it is not as easy to do the same
with the validation points. Although not used here,
the use of an outlier analysis can help alleviate this
problem.

5 Conclusions

A new approach for selecting the weight factors in an
ensemble of metamodels was presented. This approach
extends earlier efforts on development of ensembles
by treating the weight factors as design variables in

an optimization problem whereby a global or local
error metric is selected as the objective function to be
minimized. Although the approach is not tied to any
specific error metric, we illustrated the procedure using
GMSE and RMSEv as two examples.

The effectiveness of the proposed approach was
tested on four analytic functions or benchmark prob-
lems as well as an automobile crash problem requir-
ing high-fidelity simulations of a complex model with
nonlinear responses. We considered five stand-alone
metamodels and four alternative ensemble techniques
in these test problems.

The results generally favored the proposed ensemble
approach over the other techniques considered. As to
be expected, the accuracy of the ensemble and the com-
putational cost of finding the optimum weight factors
depend on the choice of error metric used. Of the two
error metrics used, the one based on GMSE is more
efficient as it uses information from the training set
whereas the one based on RMSEv is more accurate as
it also includes additional responses at the validation
points. The computational cost of using the proposed
ensemble approach, similar to the other approaches, is
in finding the responses at multiple design points and
the fitting of stand-alone metamodels. By contrast, the
solution of the optimization problem requires only a
very short computational time.

Topics being contemplated for future work include:
the use of other error metrics that can be considered
as better representatives of error in the whole design
domain, deeper investigation into the minimum num-
ber of test points and validation points for an ensemble
with a specified level of accuracy, the effect of selective
inclusion of specific stand-alone metamodels on the
accuracy of the ensemble.

Acknowledgements The funding provided for this study by
the US Department of Energy under Grant No. DE-FC26-
06NT42755 is gratefully acknowledged. The authors also wish
to thank Dr. Raphael T. Haftka and Dr. Tushar Goel for their
helpful comments.

Appendix

A.1 Description of selected metamodeling techniques

In this appendix, a brief overview of the mathematical
formulation of PRS, RBF, GP, KR, and SVR metamod-
eling techniques is provided.
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A.2 Polynomial response surface approximations

The most commonly used PRS model is the second-
order model in the form of a second-degree algebraic
polynomial function as

f̂ (x) = b 0 +
L∑

i=1

bixi +
L∑

i=1

biix2
i +

L−1∑

i=1

L∑

j=i+1

bijxix j (14)

where f̂ is the response surface approximation of the
actual response function, f , L is the number of vari-
ables in the input vector x, and b 0, bi, bii, bij are the
unknown coefficients to be determined by the least
squares technique.

A.3 Radial basis function

RBF methods were originally developed to approxi-
mate multivariate functions based on scattered data.
For a data set consisting of the values of input variables
and response values at n sampling points, the true
function f (x) can be approximated as

f̃ (x) =
n∑

i=1

λiφ (‖x − xi‖) (15)

where x is the vector of input variables, xi is the vector
of input variables at the ith sampling point, ‖x − xi‖ =√

(x − xi)
T (x − xi) is the Euclidean norm represent-

ing the radial distance, r from design point x to the
sampling point or center xi, φ is a radially symmetric
basis function, and λi, i = 1,n are the unknown inter-
polation coefficients. Equation (15) represents a linear
combination of a finite number of radially symmet-
ric basis functions. Some of the most commonly used
RBF formulations include: φ (r) = r2 log (r) (thin-plate
spline); φ (r) = e−αr2

, α > 0 (Gaussian); φ (r) = √
r2 + c2

(multiquadric); and φ (r) = 1
/√

r2 + c2 (inverse mul-

tiquadric). The parameter c in the multiquadrics is a
constant. If the r values are normalized to the range of
(0, 1), then 0 < c ≤ 1. The choice of c = 1 is found to be
suitable for most function approximations. The feature
that makes these functions excellent candidates for φ

is not simply their radial symmetry but their smooth-
ness and certain properties of their Fourier transform
(Buhmann 2003). In this study, we have chosen the
multiquadric formulation of RBF because of its predic-
tion accuracy and its commonly linear and possibly ex-
ponential rate of convergence with increased sampling
points.

Given the design coordinates of n sampling points
and associated responses, the unknown coefficients in
(15) are found by minimizing the residual or the sum of
the squares of the deviations expressed as

R =
n∑

j=1

[
f
(
x j
)−

n∑

i=1

λiφ
(∥∥x j − xi

∥∥)
]2

(16)

Expressed in matrix form, (16) appears as

[
A
] {λ} = {f} (17)

where [A]=[φ ∥∥x j−xi
∥∥] , j=1, n; i=1, n, {λ}T = {λ1,

λ2, . . .λn}T , and {f}T={f(x1) ,f(x2) ,. . ., f (xn)}T . The co-
efficient vector λ is obtained by solving (17).

A.4 Gaussian process

Gaussian process assumes that the output variables
fN = {

fn
(
x1

n, x2
n, · · · , xL

n

)}N
n=1 are related to each other

with a Gaussian joint probability distribution

P ( fN| CN, XN) = 1√
(2π)N |CN|

× exp

[
−1

2
( fN −μ)

T C−1
N ( fN −μ)

]

(18)

where XN = {xn}N
n=1 are N pairs of L-dimensional input

variables xn = (
x1

n, x2
n, · · · , xL

n

)
, CN is the covariance

matrix with elements of Cij = C
(
xi, x j

)
. μ is the mean

output vector. GP estimates the output at a prediction

point xp =
(

x1
p, x2

p, · · · , xL
p

)
as

f̂
(
xp
) = kTC−1

N fN (19)

where k = [
C
(
x1, xp

)
, · · · , C

(
xN, xp

)]
. One of the nice

properties of the GP is that the standard deviation
at the prediction point is readily available without a
requirement of any extra simulations. This standard
deviation can be utilized as an error measure and can
be calculated from

σ f̂(xp) = κ − kTC−1
N k (20)

where κ = C
(
xp, xp

)
.
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We notice from (19) that the GP prediction depends
on the covariance matrix CN . The elements of this
matrix are calculated from

Cij = θ1 exp

⎡

⎢⎣−1

2

L∑

l=1

(
x(l )

i − x(l )
j

)2

r2
l

⎤

⎥⎦+ θ2 (21)

Cij = θ1 exp

⎡

⎢⎣−1

2

L∑

l=1

(
x(l )

i − x(l )
j

)2

r2
l

⎤

⎥⎦+ θ2 + δijθ3 (22)

where θ1, θ2, θ3, and rl (l = 1,2, ...., L) are called “hyper-
parameters.” Here, δij is the Kronecker delta and θ3 is
an independent noise parameter. The hyperparameters
are selected so as to maximize the logarithmic likeli-
hood that the model prediction matches the training
response data. The logarithmic likelihood function L is
given in (23).

L = −1

2
log |CN| − 1

2
f T

N C−1
N fN − N

2
log 2π + ln P (θ)

(23)

where P(θ) is the prior distribution of the hyperpara-
meters. In most of the applications, there is no prior
knowledge of the values of the hyperparameters, so the
prior distribution is uniform. Then, the last term of (23),
ln P(θ), is a constant and can be taken as zero for the
purpose of optimization, as we did in this work.

The covariance function given in (21) defines the
interpolation mode of the GP metamodel that passes
through all the training data points exactly. On the
other hand, (22) defines the regression mode of the
model, which allows us to build smoother surfaces for
problems with noisy data.

With the noise of the output values filtered out,
the predicted surface becomes less complex and may
not pass through all the training points; however, it
provides a better prediction at the nontraining points.
In this work, we used Gaussian process code from
Rasmussen and Williams (2006).

A.5 Kriging

The basic assumption of KR is the estimation of the
response in the form

f (x) = p (x) + Z(x) (24)

where f is the response function of interest, p is
a known polynomial that globally approximates the
response, and Z (x) is the stochastic component that
generates deviations such that the Kriging model

interpolates the sampled response data. The stochastic
component has a mean value of zero and covariance of

COV
[
Z (xi) , Z

(
x j
)] = σ 2R

[
R
(
xi, x j

)]
(25)

where R is N × N correlation matrix if N is the number
of data points, R(xi,x j) is correlation function between
the two data points xi and x j. Mostly, the correlation
function is chosen as Gaussian, that is,

R (θ) =
L∏

k=1

exp
(−θkd2

k

)
(26)

where L is the number of variables, dk = xi
k − x j

k is the
distance between the kth components of the two data
points xi and x j, and θk are the unknown parameters to
be determined.

Once the correlation function has been selected, the
response f is predicted as

f̂ (x) = β̂ + rT (x) R−1
(

f − β̂ p
)

(27)

where rT(x) is the correlation vector of length N be-
tween a prediction point x and the N sampling points,
f represents the responses at the N points and p is an
L-vector of ones (in the case that p(x) is taken as a
constant). The vector r and scalar β̂ are given by

rT (x) = [
R
(
x, x1

)
, R

(
x, x2

)
, · · · , R

(
x, xN)]T

,

β̂ = (
pTR−1p

)−1
pTR−1f (28)

The variance of the output model (which is different
than the variance of the sampled output) can be esti-
mated as

σ̂ 2 =
(

f − β̂ p
)T

R−1
(

f − β̂ p
)

N
(29)

The unknown parameters θk can be estimated by solv-
ing the following constrained maximization problem
(Simpson et al. 2001a, b)

Max �() = − [N ln
(
σ̂ 2
)+ ln |R|]

2
s.t.  > 0

(30)

where � is the vector of unknown parameters θk, and
both σ̂ and R are functions of �.

In this work, we use a MATLAB® Kriging toolbox
developed by Lophaven et al. (2002).
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A.6 Support vector regression, SVR

The prediction via SVR can be performed through
linear or nonlinear regression. When linear regression
is performed, then the function is predicted as

f̂ (x) = 〈w · x〉 + b (31)

where 〈w · x〉 is the dot product of w and x. We would
like to have the approximation function as flat as possi-
ble. For that purpose, we solve the following optimiza-
tion problem

Min
1

2
|w|2

s.t. yi − 〈w · xi〉 − b ≤ ε

〈w · xi〉 + b − yi ≤ ε

(32)

This formulation assumes that the function f̂ (x) can
approximate all the yi training points within an ε pre-
cision. However, this may not be true for all training
points and two slack variables can be introduced to
yield a modified formulation (Vapnik et al. 1997). Now,
the optimization problem is

Min
1

2
|w|2 + C

l∑

i=1

ξi + ξ ∗
i

s.t. yi − 〈w · xi〉 − b ≤ ε + ξi

〈w · xi〉 + b − yi ≤ ε + ξ ∗
i

ξi, ξ
∗
i ≥ 0

(33)

where C determines the tradeoff between the flatness
and tolerance. The second term in the objective func-
tion is referred as ε-insensitive loss function (Vapnik
et al. 1997). If we write the Lagrangian function, assess
the Karush–Kuhn–Tucker (KKT) conditions, and sub-
stitute KKT conditions into the Lagrangian function,
we can write the optimization problem in dual form as

Max − 1

2

l∑

i, j=1

(
αi − α∗

i

) (
α j − α∗

j

) 〈
xi · xj

〉

− ε

l∑

i=1

(
αi − α∗

i

)+
l∑

i=1

yi
(
αi − α∗

i

)

s.t.
l∑

i=1

(
αi − α∗

i

) = 0

(
αi − α∗

i

) ∈ [0, C
]

(34)

The weights and the linear regression are then calcu-
lated through

w =
l∑

i=1

(
αi − α∗

i

)
xi, f̂ (x) =

l∑

i=1

(
αi − α∗

i

) 〈
xi · xj

〉+ b

(35)

Instead of using linear regression, nonlinear regression
can also be used by replacing the dot product of the
input vectors with kernel functions. Commonly used
Kernel functions include nonlinear polynomials and
Gaussian and sigmoid kernel functions. In this case, the
optimization function is written as

Max − 1

2

l∑

i, j=1

(
αi − α∗

i

) (
α j − α∗

j

)
k
(
xi · xj

)

− ε

l∑

i=1

(
αi − α∗

i

)+
l∑

i=1

yi
(
αi − α∗

i

)

s.t.
l∑

i=1

(
αi − α∗

i

) = 0

(
αi − α∗

i

) ∈ [0, C
]

(36)

Then, the support vector regression approximation is
obtained through

f̂ (x) =
l∑

i=1

(
αi − α∗

i

)
k (xi · x) + b (37)

More detailed information can be found in Clarke et al.
(2005). In this work, we used the MATLAB® code
developed by Gunn (1997).

References

Armstrong M, Champigny N (1989) A study on Kriging small
blocks. CIM Bull 82(923):128–133

Bishop CM (1995) Neural networks for pattern recognition.
Oxford University Press, New York, pp 364–369

Buckland ST, Burnham KP, Augustin NH (1997) Model selec-
tion: an integral part of inference. Biometrics 53:603–618

Buhmann MD (2003) Radial basis functions: theory and imple-
mentations. Cambridge University Press, New York

Clarke SM, Griebsch JH, Simpson TW (2005) Analysis of support
vector regression for approximation of complex engineering
analyses. ASME J Mech Des 127(11):1077–1087

Daberkow DD, Marvis DN (2002) An investigation of metamod-
eling techniques for complex systems design. In: Proceedings
of the 9th AIAA/ISSMO symposium on multidisciplinary
analysis and optimization, Atlanta, GA, September

Dyn N, Levin D, Rippa S (1986) Numerical procedures for sur-
face fitting of scattered data by radial basis functions. SIAM
J Sci Stat Comput 7(2):639–659

Evensen G (2003) The ensemble Kalman filter: theoretical
formulation and practical implementation. Ocean Dyn
53:343–367

Fang H, Rais-Rohani M, Liu Z, Horstemeyer MF (2005) A
comparative study of metamodeling methods for multi-
objective crashworthiness optimization. Comput Struct 83:
2121–2136

Friedman JH (1991) Multivariate adaptive regression splines.
Ann Stat 19(1):1–141



294 E. Acar, M. Rais-Rohani

Giunta A, Watson LT (1998) A comparison of approximation
modeling techniques: polynomial versus interpolating mod-
els. In: Proceedings of the 7th AIAA/USAF/NASA/ISSMO
symposium on multidisciplinary analysis and optimization,
St. Louis, MO, 2–4 September 1998, vol. 1, pp. 392–404.

Goel T, Haftka RT, Shyy W, Queipo NV (2007) Ensemble of
surrogates. Struct Multidisc Optim 33(3):199–216

Gunn SR (1997) Support vector machines for classification
and regression. Technical report. Image Speech and Intelli-
gent Systems Research Group, University of Southampton,
Southhampton

Hardy RL (1971) Multiquadratic equations of topography and
other irregular surfaces. J Geophys Res 76:1905–1915

Jin R, Chen W, Simpson TW (2001) Comparative studies of
metamodeling techniques under multiple modeling criteria.
Struct Multidisc Optim 23:1–13

Lophaven SN, Nielsen HB, Søndergaard J (2002) DACE—
A MATLAB Kriging toolbox. Informatics and mathematical
modeling. Technical University of Denmark, Lyngby

MacKay DJC (1998) Introduction to Gaussian processes. In:
Bishop CM (ed) Neural networks and machine learning, vol
168 of NATO ASI Series, 1998. Springer, Berlin, pp 133–165

Madigan D, Raftery AE (1994) Model selection and accounting
for model uncertainty in graphical models using Occam’s
window. J Am Stat Assoc 89(428):1535–1546

Martin JD, Simpson TW (2005) Use of Kriging models to ap-
proximate deterministic computer models. AIAA J 43(4):
853–863

Mullur AA, Messac A (2004) Extended radial basis functions:
more flexible and effective metamodeling. In: Proceedings
of the 10th AIAA/ISSMO symposium on multidisciplinary
analysis and optimization, Albany, NY, Aug–Sept, 2004

Myers RH, Montgomery DC (2002) Response surface method-
ology: process and product optimization using designed
experiments. Wiley, New York

Papila N, Shyy W, Griffin LW, Dorney DJ (2001) Shape opti-
mization of supersonic turbines using response surface and
neural network methods. J Propuls Power 18:509–518

Perrone MP, Cooper LN (1993) When networks disagree: en-
semble methods for hybrid neural networks. In: Mammone
RJ (ed) Artificial neural networks for speech and vision.
Chapman and Hall, London, pp 126–142

Queipo NV, Haftka RT, Shyy W, Goel T, Vaidyanathan R,
Tucker PK (2005) Surrogate-based analysis and optimiza-
tion. Prog Aerosp Sci 41:1–28

Rais-Rohani M, Solanki K, Eamon C (2006) Reliability-based
optimization of lightweight automotive structures for crash-
worthiness. In: Proceedings of the 11th AIAA/ISSMO
multidisciplinary analysis and optimization conference, Sep-
tember 2006, AIAA Paper 2006–7004, Portsmouth, VA

Rasmussen CE, Williams CKI (2006) Gaussian processes for ma-
chine learning. MIT, Cambridge

Sacks J, Welch WJ, Mitchell TJ, Wynn HP (1989) Design and
analysis of computer experiments. Stat Sci 4(4):409–435

Sanchez E, Pintos S, Queipo N (2006) Toward an optimal ensem-
ble of kernel based approximations with engineering appli-
cations. In: IEEE world congress on computational intelli-
gence, Vancouver, Canada, July 16–21, 2006

Simpson TW, Peplinski JD, Koch PN, Allen JK (2001a) Meta-
models for computer based engineering design: survey and
recommendations. Eng Comput 17:129–150

Simpson TW, Mauery TM, Korte JJ, Mistree F (2001b) Kriging
models for global approximation in simulation-based multi-
disciplinary design optimization. AIAA J 39(12):2233–2241

Smith M (1993) Neural networks for statistical modeling. Von
Nostrand Reinhold, New York

Stander N, Roux W, Giger M, Redhe M, Fedorova N, Haarhoff J
(2004) A comparison of metamodeling techniques for
crashworthiness optimization. In: Proceedings of the 10th
AIAA/ISSMO multidisciplinary analysis and optimization
conference, Albany, NY, Aug 2004

Vapnik V, Golowich S, Smola A (1997) Support vector method
for function approximation, regression estimation, and sig-
nal processing. In: Mozer M, Jordan M, Petsche T (eds)
Advances in neural information processing systems. MIT,
Cambridge, pp 281–287

Venkataraman S, Haftka RT (2004) Structural optimization com-
plexity: what has Moore’s law done for us? Struct Multidisc
Optim 28:375–387

Wang GG, Shan S (2007) Review of metamodeling techniques in
support of engineering design optimization. ASME J Mech
Des 129(4):370–380

Wang G, Dong Z, Aitchison P (2001) Adaptive response surface
method—a global optimization scheme for computation-
intensive design problems. J Eng Optim 33(6):707–734

Wang JM, Fleet DJ, Hertzmann A (2005) Gaussian process dy-
namical moels. In: Proceedings of the 18th advanced neural
information processing systems conference, December 2005,
Vancouver, Canada, pp. 1441–1448

Wang L, Beeson D, Wiggs G, Rayasam M (2006) A com-
parison of metamodeling methods using practical industry
requirements. In: Proceedings of the 47th AIAA/ASME/
ASCE/AHS/ASC structures, structural dynamics, and mate-
rials conference, Newport, RI, May 2006

Wujek BA, Renaud JE (1998a) New adaptive move-limit man-
agement strategy for approximate optimization, Part 1.
AIAA J 36(10):1911–1921

Wujek BA, Renaud JE (1998b) New adaptive move-limit man-
agement strategy for approximate optimization, Part 2.
AIAA J 36(10):1922–1934

Zerpa L, Queipo NV, Pintos S, Salager J (2005) An optimiza-
tion methodology of alkaline–surfactant–polymer flooding
processes using field scale numerical simulation and multiple
surrogates. J Pet Sci Eng 47:197–208


	Ensemble of metamodels with optimized weight factors
	Abstract
	Introduction
	Ensemble of metamodels
	Weighted-sum formulation
	Weight factors selection based on error correlation
	Weight factors selection based on prediction variance
	Weight factors selection based on GMSE or RMSE
	Weight factors selection based on error minimization

	Example problems
	Benchmark problems
	Automobile crash problem
	Design and analysis of computer experiments
	Metamodeling techniques

	Results and discussion
	Branin--Hoo
	Other benchmark problems
	Automobile crash problem
	General findings

	Conclusions
	Appendix
	A.1 Description of selected metamodeling techniques
	A.2 Polynomial response surface approximations
	A.3 Radial basis function
	A.4 Gaussian process
	A.5 Kriging
	A.6 Support vector regression, SVR

	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


