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A B S T R A C T

In this paper, we evaluate various multi-cell design concepts to optimize the crash performances of thin-walled
aluminum tubes. The crash performances of the tubes are evaluated by means of two metrics: the crush force
efficiency (CFE) and the specific energy absorption (SEA). The CFE and SEA of the tubes are predicted through
the use of the finite element analysis software LS-DYNA. Experiments are also conducted to validate the finite
element models. Thirty different multi-cell design concepts are evaluated in terms of CFE and SEA, and the best
design concept is selected for further evaluation. Next, we perform surrogate-based optimization of the selected
design concept, upon which we find that optimum design for maximum CFE which utilizes smaller wall thickness
values (except the wall thickness of the inner tube) and larger tube diameters than those of the corresponding
ones for the optimum design for maximum SEA. Additionally, the optimized designs exhibit remarkable CFE and
SEA performances.

1. Introduction

In the context of automobile design, the energy absorbing elements
located behind the vehicle bumper are mainly responsible for the safety
of both passengers and critical vehicle components. In case of a frontal
collision, these elements deform plastically and transform the crash
energy into strain energy through structural deformation. Although
many different types of energy absorbers exist, thin-walled tubes are
the most commonly used energy absorbing elements as they offer the
benefits of low weight, low cost, and ease of production.

The crashworthiness design of thin-walled tubes has been ex-
tensively explored via analytical, numerical, and experimental techni-
ques. Alexander [4]'s pioneering study proposed a closed-form formula
to predict the mean crushing force. Furthermore, Wierzbicki and
Abramowicz [33] introduced the folding of thin-walled tubes as a
mechanism for energy absorption, and a super folding element model
was developed to evaluate the crash performance of the tubes under
quasi-static and dynamic loading conditions [1,2,26]. Sun et al. [29]
compared multi-cell empty and foam-filled tubes and determined that
the latter afforded better performance in terms of energy absorbing
ability. In their comparison of single-cell and ×3 3 multi-cell square
tubes, Zhang et al. [40] found that the multi-cell tube affords 50% more
specific energy absorption capacity relative to the single-cell tube. Qiu

et al. [24] performed crashworthiness investigations of multi-cell hex-
agonal tubes under multiple loading cases and found that multi-cell
tubes are more effective than single-cell tubes.

Certain other studies have shown that multi-cell cross sections can
improve the crash performance of thin-walled crush tubes
[7,9,19,25,32,42–45]. Here, we note that these multi-cell designs are
based on simple cell configurations.

Meanwhile, multi-cell tubes with complicated cross-sections have
also been investigated. Chen et al. [10] proposed a novel octagonal
multi-cell tube with functionally graded thickness to maximize the
specific energy absorption and minimize the initial peak force. Xiang
and Du [36] considered the microstructure of beetle forewings to design
a bio-inspired honeycomb structure and demonstrated the superior
energy absorption capacity of this structure relative to conventional
multi-cell designs. Pirmohammad and Marzdashti [22] performed op-
timization of multi-cell tubes with a straight outer tube and tapered
inner tube to maximize the specific energy absorption and minimize the
initial peak force. Yang et al. [38] proposed the use of multi-cell tubular
structures with pre-folded origami patterns to increase the energy ab-
sorption capacity.

Zhang and Zhang [39] conducted experiments and numerical si-
mulations on multi-cell tubes with different cross-sections. They found
that S4 and S5 multi-cell tubes are considerably more efficient in terms
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of specific energy absorption than single-cell tubes; on average, the S4
and S5 multi-cell tubes improve the specific energy absorption by 120%
and 220%, respectively, relative to single-cell tubes. Chen et al. [11]
reported that a new type of five-cell tube exhibited excellent crash-
worthiness performance over other tube cross-sections. They further
reported that C5C tubes afford a specific energy absorption capacity
that is 11.6% greater than that of the C5S tube. Zhang et al. [41]
proposed novel bionic multi-cell tubes with quadrilateral, hexagonal,
and octagonal profiles. Their numerical analysis revealed that the O-
BMCT-6 tube exhibited better crashworthiness performance than other
tubes. Xiang et al. Xiang et al. [37] investigated the energy absorption
performance of novel multi-cell, polygonal, and honeycomb tubes, and
they found that the energy absorption capacity of multi-cell tubes de-
pends on the number of cells. Luo and Fan [18] performed an experi-
mental study on the crushing behavior of rectangular multi-cell tubes
and their crashworthiness performance. They found that rectangular
multi-cell tubes afford a greater mean crushing force than regular tubes.
Pirmohammad and Marzdashti [21] studied the crashworthiness per-
formance of multi-cell thin-walled structures under quasi-static axial
and oblique impact loads. Subsequently, they compared different multi-
cell structures with triangular, square, hexagonal, and circular cross-
sections, and they found that the best crashworthiness performance was
afforded by the multi-cell member with the inner tube and scale
number of 0.5. Nia and Parsapour [20] presented comparative studies
on the crashworthiness performance of simple and multi-cell tubes
made of triangular, square, hexagonal, and octagonal sections. Subse-
quently, they compared their experimental results with their analysis
results and found that the hexagonal tubes absorb more energy than the
other tubes.

Recent studies have successfully employed different optimization
methods to reduce the computational cost of crashworthiness optimi-
zation of multi-cell tubes [11,12,23,24,27,28,31]. Hou et al. [15] op-
timized multi-cell cross-sectional thin-walled tubes with equal sized
cells and they found that increasing the number of cells increased the
specific energy absorption. Kim [17] investigated a new multi-cell
aluminum profile that afforded increased energy absorption 190% over
conventional single profiles when considering the parameters of energy
absorption and weight efficiency. Wu et al. [35] investigated the in-
fluence of the number of cells and topological configurations on the
energy absorption of various multi-cell configurations. They found that
the five-cell multi-cell tube configuration offers the best crashworthi-
ness characteristics.

Against this backdrop, here, we evaluate 30 different novel geo-
metrically complicated multi-cell design concepts to optimize the crash
performances of thin-walled aluminum tubes. This paper is organized as
follows: Section 2 provides the geometrical details of the novel multi-
cell design concepts investigated in this study. Section 3 presents the
details of the finite element modeling of the tubes, followed by the
experimental validation of the finite element models in Section 4. The
multi-cell design concepts are evaluated in terms of crush force effi-
ciency and specific energy absorption, and Section 5 presents the per-
formance evaluation of these design concepts. Based on the results
presented in Section 5, the two best design concepts are selected for
further evaluation. Next, mesh verification is demonstrated in Section
6. Surrogate based optimization of the selected design concepts is re-
ported in Section 7, and the optimization results are presented in
Section 8. Section 9 concludes the paper.

2. Multi-cell design concepts

In this study, we evaluated 10 different cellular inner patterns
(denoted C1 to C10) with 3 different outer cross-sections, namely cir-
cular (CIR), double-truncated ellipse (DTE), and square (SQU). Overall,
30 different novel multi-cell design concepts were considered, as listed
in Tables 1 and 2. All of these designs are made of 6063-T5 aluminum
material, which is suitable of extrusion process provided that the proper

Table 1
First fifteen different novel multi-cell design concepts evaluated.

(CIR) (DTE) (SQU)

Config-1 (C1)

Config-2 (C2)

Config-3 (C3)

Config-4 (C4)

Config-5 (C5)

Table 2
Second fifteen different novel multi-cell design concepts evaluated.

(CIR) (DTE) (SQU)

Config-6 (C6)

Config-7 (C7)

Config-8 (C8)

Config-9 (C9)

Config-10 (C10)
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molds are designed and produced.

3. Finite element modeling

The crash responses of the thin-walled tubes under axial loading
were analyzed by means of the nonlinear explicit finite element analysis
(FEA) software LS-DYNA [14]. The finite element (FE) model, the re-
levant boundary and impact conditions are shown in Fig. 1. The FE
model is composed of three parts: the moving plate, aluminum circular
tube, and fixed plate. In the FE simulations, both the moving plate and
the fixed plate are modeled as rigid walls (via application of MAT-
RIGID in LS-DYNA). The moving plate is assigned a downward velocity
of 2mm/ms to crush the tubes over the fixed plate. Generally, the finite
element analysis gives acceptable results when the velocity is ramped to
the final value within a certain amount of time. Based on the study
conducted by Ahmad and Thambiratnam [3]; this ramping time is se-
lected to be 50ms, which is the half of the total termination time.
Therefore, in our FE analysis, the velocity of the moving plate is ramped
up from 0 to 2mm/ms during the first 50ms.

The tubes are made of aluminum 6063-T5 with an initial yield stress
of =σ 180Y MPa, Youngs modulus of E= 68.9 GPa, Poisson's ratio of

=ν 0.3, and density of =ρ 2700 kg/m3 [35]. The true stress-true ef-
fective plastic strain data values for aluminum 6063-T5 are listed in
Table 3. The material model used is “MAT 24 PIECEWISE LINEAR
PLASTICITY” and the tubes are modeled with four-noded shell elements
based on Belytschko-Tsay element formulation with five integration
points through the thickness. MAT 24 PIECEWISE LINEAR PLASTICITY
material model is a widely used model in automotive industry, parti-
cularly in crash simulations [8,12,16,30].

For the contact definitions, the automatic single surface contact
algorithm is used to define the self-contact of the tubes, and the contact
between the tube and the rigid wall; the static and dynamic friction

coefficients for the tubes are assumed to be 0.3 and 0.2 respectively
[5,6]. The friction coefficient between the circular tube and the moving
rigid plate is taken to be 0.3 [5,6].

4. Experimental validation

In order to validate the finite element model, we conducted three
experiments. A single–cell specimen with a circular cross-section and
diameter of 50mm, thickness of 2mm, and length of 150mm was
prepared. The tests were conducted at the Technology Center of the
TOBB University of Economics and Technology, using the INSTRON
tensile testing machine with a 60 ton-capacity; this machine was op-
erated at the rate of 2mm/min. It should be noted that the simulations
were performed at higher speeds (2 mm/ms) than the experiments.
However, the speed in the simulations was selected such that inertial
effects did not contribute to the overall results. The specimens were
positioned within the machine such that a 1.5mm deep groove was
formed with a CNC machine on a circular steel plate. In the experi-
ments, one side of the circular tube used was fixed to the ground using
by means of a rigid plate, as shown in Fig. 2. The experiments were
considered as complete when the rigid plate deformed the specimens by
100mm.

Fig. 3 shows the deformation process at the beginning of the ex-
periment, when the specimen exhibits the first knuckle, and at the end
of the experiment when the specimen is compressed by 100mm.

Fig. 4 compares the force–displacement results obtained from the
experiment (blue line) and the FEA (orange line). The peak crush force

Fig. 1. The boundary and impact conditions.

Table 3
True effective stress-true effective plastic strain values for aluminum 6063-T5 (Wu et al., 2016).

σt[MPa] 180 183 189 196 204 212 218 222 231 239 245
εp 0.0 0.006 0.011 0.016 0.023 0.031 0.038 0.044 0.057 0.071 0.084

Fig. 2. Base plate used in the test setup.
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for the experimental and FEA results are nearly identical (around
70 kN). We also note that the lobe formation observed in the experi-
ments and the FE analysis are similar (Fig. 5). Thus, we conclude that
the FEA results are adequately consistent with the experimental results.
For single-cell circular tubes, the energy absorption capacity obtained

from the experiments and FE simulations are 4.036 kJ and 4.106 kJ,
respectively.

5. Performance evaluation of multi-cell design concepts

The crush performances of the thin-walled tubes are typically as-
sessed using the following energy-based metrics: crush force efficiency,
effective crush distance, load uniformity, specific energy absorption,
and usage ratio Fang et al. [13]. In this study, we considered crush force
efficiency (CFE), and specific energy absorption (SEA).

The energy absorption (EA) of a thin-walled tube can be determined
by integrating the crushing force with respect to the displacement as
follows:

∫=EA F x dx( )
d

0 (1)

where d denotes the deformation distance and F the crushing force. The
parameter SEA is defined as the absorbed energy per unit mass. That is,
SEA can be computed as:

=SEA EA
m (2)

where m denotes the mass of the tube.
Parameter CFE is defined as the ratio of the mean crush force (MCF)

Fig. 3. The deformation process of the cylindrical tube.

Fig. 4. Force-displacement curves for circular tube.

Fig. 5. The lobe formation comparison of experiments and FE analysis.
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to the peak crush force (PCF). That is, CFE can be computed as:

=CFE MCF
PCF (3)

∫= =MCF
d

d
F x dx EA

d
1 ( )

0 (4)

=
≤ ≤

PCF F xmax ( )
x d0 (5)

Table 4 lists the crash performances of the tubes in terms of CFE and
SEA. The best CFE performance is achieved by the C3-DTE design,
whereas the best SEA performance is achieved by the C4-CIR design. To
balance the CFE and SEA performances, we define a composite objec-
tive function F as follows:

= +F ω CFE
CFE

ω SEA
SEA1

max
2

max (6)

where ω1 and ω2 are the weighting factors related to CFE and SEA op-
timization. Moreover, CFEmax and SEAmax represent the maximum CFE
and SEA values, respectively, observed amongst the 30 novel designs
investigated in this study. Since we give equal importance to CFE
maximization and SEA maximization, the weighting factors ω1 and ω2
are taken equal to one. From Table 4, we find that the C4-CIR design
affords the best composite objective function value. In order to provide
a general idea for the deformation mechanism of different multi-cell
design concepts, we provided the deformation plots in the revised
manuscript (see Fig. 6). When the impact loads are compared, we see
that C6-CIR design has 409.9 kN impact load at 100mm deformation. If
such a high impact load is transferred to the passenger, it introduces
high risk of head or neck injury to the passenger. When the deformation
mechanisms are explored, we see that C6-SQU design has the best lobe
formation characteristic. If a crashbox has a good lobe formation
characteristic, then the force transferred from the crashbox to the
neighboring parts would be evenly distributed. However, this does not
guarantee the largest specific energy absorption performance. When the

specific energy absorption values are compared, we observe that C4-CIR
design has 67.24 kJ/kg of SEA value, which is 29% larger than that of
the C7-CIR design that has the second best SEA value. Therefore, the
C4-CIR design concept is selected for further evaluation.

6. Mesh verification for C4-CIR design

After the selection of C4-CIR design as the baseline model, we next
determined the appropriate mesh size for this design concept before the
optimization process. The appropriate mesh size was determined based
on the variation of the mean crush force with respect to the mesh size.
The C4-CIR design was meshed with different mesh sizes (4.0, 3.5, 3.0,
2.5 and 2.0 mm) and we attempted to find the mesh size that afforded
convergence of the mean crash force. From Table 5 and Fig. 7 observe
that mesh convergence is obtained for a mesh size of 2.5 mm. There-
fore, this mesh size was used in subsequent simulations conducted for

Table 4
Crash performance evaluation of the multi-cell design concepts.

Concept EA (kJ) PCF (kN) MCF (kN) CFE SEA (kj/kg) F

C1-CIR 8.777 99.02 87.77 0.886 37.67 1.556
C1-DTE 8.210 100.37 82.10 0.818 26.22 1.309
C1-SQU 8.159 104.54 81.59 0.780 28.07 1.294
C2-CIR 11.494 136.75 114.94 0.841 35.44 1.471
C2-DTE 12.694 146.95 126.94 0.864 31.29 1.436
C2-SQU 11.394 135.81 113.94 0.839 28.69 1.369
C3-CIR 9.541 120.58 95.41 0.791 38.36 1.460
C3-DTE 10.947 122.45 109.47 0.894 34.09 1.512
C3-SQU 10.933 131.31 109.33 0.833 36.94 1.485
C4-CIR 24.355 309.24 243.55 0.788 67.24 1.885
C4-DTE 21.000 268.25 210.00 0.783 47.05 1.579
C4-SQU 20.216 233.54 202.16 0.866 49.28 1.706
C5-CIR 20.975 243.34 209.75 0.862 41.87 1.591
C5-DTE 20.364 257.40 203.64 0.573 45.67 1.323
C5-SQU 21.477 248.85 214.77 0.863 40.76 1.576
C6-CIR 26.982 409.92 269.82 0.658 40.84 1.347
C6-DTE 24.471 355.16 244.71 0.689 35.82 1.307
C6-SQU 24.771 364.10 247.71 0.680 36.75 1.311
C7-CIR 20.260 234.26 202.60 0.865 52.16 1.748
C7-DTE 25.197 290.49 251.97 0.867 50.27 1.722
C7-SQU 22.130 264.22 221.30 0.838 47.91 1.654
C8-CIR 7.284 88.30 72.84 0.825 31.60 1.397
C8-DTE 8.519 103.04 85.19 0.827 28.97 1.360
C8-SQU 8.544 101.95 85.44 0.838 31.64 1.412
C9-CIR 13.984 197.10 139.84 0.709 40.72 1.403
C9-DTE 12.523 154.59 125.23 0.810 28.45 1.333
C9-SQU 13.278 166.76 132.78 0.796 30.79 1.352
C10-CIR 13.553 165.17 135.53 0.821 37.88 1.485
C10-DTE 18.291 218.83 182.91 0.836 36.48 1.482
C10-SQU 15.550 180.57 155.50 0.861 34.69 1.484

Fig. 6. Collapse behavior observed during the deformation of the tubes.
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optimization.

7. Surrogate based optimization

7.1. Description of model geometry

The details of the model geometry for the C4-CIR design are shown
in Fig. 8. This design has a tri-tubular geometry. All the tubes have the
same length of =L 150 mm. The diameter of the outer tube Do, dia-
meter of the middle tube Dm, and diameter of the inner tube Di as well
as the wall thicknesseses t1 through t5 were selected as design variables
for the optimization process.

7.2. Formulation of optimization problem

The optimization problem for the C4-CIR tubes can be stated as

≤ ≤
≤ ≤
≤ ≤

≤ ≤

D D D t t t t t
f

D
D D D
D D D
t t t t t

Find , , , , , , ,
Min

Such that 30 mm 70 mm
0.3 0.7
0.3 0.7

1 mm , , , , 3 mm

m i

m

m i m

0 1 2 3 4 5

0

0 0

1 2 3 4 5 (7)

where the objective function f is set as = −f CFE to design the tubes for
maximum CFE, and = −f SEA to design the tubes for maximum SEA.

The optimization problem stated above can be solved by means of
the surrogate-based approach. Gaussian process (GP) models are nor-
mally constructed to relate the crashworthiness responses to the design
variables. In this study, we used the Gaussian process code from
Williams and Rasmussen Williams and Rasmussen [34]. The con-
structed GP models were integrated into MATLAB's “fmincon” built-in
function that uses sequential quadratic programming. To ensure global

convergence, the optimization runs used 100 different starting points.

7.3. GP models

The GP assumes that the output variables = ⋯ =f f x x x{ ( , , , )}N n n n n
L

n
N1 2

1
are related to each other via a Gaussian joint probability distribution

= ⎡
⎣

− − − ⎤
⎦

−P f C X
π C

f μ C f μ( | , ) 1
(2 ) | |

exp 1
2

( ) ( )N N N N
N

N
T

N N
1

(8)

where = =X x{ }N n n
N

1 are N pairs of L-dimensional input variables
= ⋯x x x x( , , , )n n n n

L1 2 , CN is the covariance matrix with elements of
=C C x x( , )ij i j , and μ is the mean output vector. The GP estimates the

output at a prediction point = ⋯x x x x( , , , )p p p p
L1 2 as

= −f k C fxˆ ( )p
T

N N
1 (9)

where = ⋯k C x x C x x[ ( , ), , ( , )]p N p1 . One of the advantages of the GP is
that the standard deviation at the prediction point is readily available
without a requirement of any extra simulations. This standard deviation
can be utilized as an error measure and can be calculated as

= − −σ κ k C kf
T

Nxˆ ( )
1

p (10)

where =κ C x x( , )p p .
We notice from Eq. (9) that the GP prediction depends on the

covariance matrix CN . The elements of this matrix are calculated either
from Eq. (11) or Eq. (12) depending on the use of the GP model. The
covariance function given in Eq. (11) defines the interpolation mode of
the GP model that passes through all the training data points exactly.
On the other hand, the covariance function given in Eq. (12) defines the
regression mode of the model, which allows us to build smoother sur-
faces for problems with noisy data. Once the noise of the output values
is filtered out, the prediction model becomes less complex and but it
may not pass through all the training points. However, it provides a
better prediction at the non-training points [34].

Table 5
Verification of the mesh size for C4-CIR.

Mesh Size
(mm)

Displacement
(mm)

EA (kJ) PCF (kN) MCF (kN) CFE SEA
(kJ/kg)

2.0 100.00 23.12 242.7 231.2 0.951 48.17
2.5 100.00 23.32 271.6 233.2 0.860 49.62
3.0 100.00 23.59 295.6 235.9 0.801 49.15
3.5 100.00 24.91 305.2 249.1 0.823 51.90
4.0 100.00 25.90 361.9 259.0 0.721 53.96

Fig. 7. Mean crush force versus mesh size for C4-CIR design.

Fig. 8. The geometric details of the circular tube.
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−
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⎦
⎥
⎥

+
=

C θ
x x

r
θexp 1

2
( )

ij
l

L
i

l
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l
1

1
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(11)

∑=
⎡

⎣
⎢
⎢

−
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⎦
⎥
⎥

+ +
=

C θ
x x

r
θ δ θexp 1

2
( )

ij
l

L
i

l
j
l

l
ij1

1

( ) ( ) 2

2 2 3

(12)

Here θ1, θ2, θ3, and = ⋯r l L( 1,2, , )l are called “hyperparameters”.
Further δij is the Kronecker delta and θ3 is an independent noise para-
meter. The hyperparameters are selected so as to maximize the loga-
rithmic likelihood that the model prediction matches the training re-
sponse data. The logarithmic likelihood function L can be expressed as:

= − − − +−L C f C f N π P θ1
2

log| | 1
2 2

log2 ln ( )N N
T

N N
1

(13)

where P θ( ) represents the prior distribution of the hyperparameters. In
most of the applications, there is no prior knowledge of the values of the
hyperparameters, so the prior distribution is uniform. Consequently,
the last term of Eq. (13), P θln ( ), becomes a constant and can be con-
sidered as zero for the purpose of optimization, as we did in this work.

The covariance function given in by Eq. (11) defines the inter-
polation mode of the GP metamodel, that passes through all the training
data points exactly. On the other hand, the covariance function given in
Eq. (12) defines the regression mode of the model, which allows us to
build smoother surfaces for problems with noisy data. Once the noise of
the output values is filtered out, the prediction model becomes less
complex, and but it may not pass through all the training points.
However, it provides a better prediction at the non-training points [34].

7.4. Construction of GP models

The GP models were used to predict responses of interest through
regression of the response data obtained at some training points, as
described in the previous sub-section. The training points were selected
by use of a design of experiments (DOE) technique. In this study, the
Latin hypercube sampling DOE type was used to generate 200 training
points within the bounds of the input design variables. Next, the re-
sponses were computed at the training points to generate a set of re-
sponse values. Finally, the training points and the corresponding set of
response values were used to fit a GP model that can be used to estimate
the value of response at any arbitrary point in the input design space.

7.5. Accuracy of GP models

The accuracies of the constructed GP models are evaluated through
two error metrics: (i) the leave-one-out generalized root mean square
cross validation error, GMSE, evaluated at the training points, and (ii)
the root mean square error, RMSE, evaluated at the test points.

The GMSE computed at the training points is calculated as follows.
If there are N training points, GP models are constructed N times, each
time leaving out one of the training points. Next, the difference between
the exact value of the response yk at the omitted training point xk and
the predicted value of the response using the GP model −ŷk

k( ) is calcu-
lated. Finally, the GMSE is calculated as

∑= −
=

−GMSE
N

y y1 ( ˆ )
k

N

k k
k

1

( ) 2

(14)

The GMSE can be normalized with the mean value of the response to
yield

=
∑ =

GMSE GMSE
y

nor

N k
N

k
1

1 (15)

The RMSE computed at the test points is calculated as follows. Fifty
test points are generated through random sampling and the responses at
these test points are evaluated. Subsequently, the RMSE is calculated as

∑= ⎡
⎣⎢

− ⎤
⎦⎥=

GMSE
N

y y1 ( ˆ ) ( )
t k

N

pred k test k
1

2t

(16)

where Nt represents the number of test points, y( ˆ )pred k
the GP prediction

of the response at the k'th test point, and y( )test k the actual value of the
response at the k'th test point.

The RMSE can also be normalized with the mean value of the re-
sponse to yield

=
∑ =

RMSE RMSE
y

nor

N k
N

k
1

1 (17)

The normalized GMSE and RMSE values of the GP models con-
structed for CFE and SEA response predictions are listed in Table 6. We
note that the GP models constructed for CFE predictions are more ac-
curate than the ones constructed for SEA predictions. It can also be
observed that the GMSE values are larger than RMSE values as ex-
pected. The error values listed in Table 6 are acceptable for response
prediction of a highly nonlinear phenomenon such as a crash.

8. Optimization results

Table 7 lists the optimum values of the design variables, CFE value
of the optimum design predicted by the GP model, CFE value of the
optimum design computed through FEA, and percent error in the CFE
prediction for the optimum design for maximum CFE. Similarly, Table 8
lists the optimum values of the design variables, SEA value of the op-
timum design predicted by the GP model, SEA value of the optimum
design computed through FEA, and percent error in SEA prediction for
the optimum design for maximum SEA.

It can be observed that the error in the GP prediction of the CFE of
the optimum design for maximum CFE is 7.4%, and the error in the GP
prediction of the SEA of the optimum design for maximum SEA is
− 4.4%.

Upon comparing the optimization results presented in Tables 7 and
8, we observe that smaller wall thickness values (except the wall
thickness of the inner tube) and larger tube diameters are used in the
optimum design for maximum CFE than the corresponding ones in the
optimum design for maximum SEA. Fig. 9 shows the comparison of the
folding patterns between the baseline and the best design models.

Finally, Table 9 shows the optimum values of the design variables,
the GP model predictions of CFE, SEA and F, the FEA results of CFE, SEA
and F, and the percent error in CFE, SEA and F prediction for the op-
timum design for maximum composite objective function F. It is seen
that the error in CFE prediction is 5.5%, the error in SEA prediction is
1.9%, and the error in F prediction is 3.1%. Recall that the F value of
the C4-CIR design before optimization was 1.885 (see Table 4), and it is
increased to 2.116 through optimization (12% improvement).

9. Conclusions

In our study, we evaluated various multi-cell design concepts to
optimize the crash performances of thin-walled aluminum tubes. The
crash performances of the tubes were evaluated by means of two me-
trics: CFE, and SEA. The CFE and SEA values of the tubes were pre-
dicted by using the FEA software LS-DYNA. Experiments were also
conducted to validate the finite element models. Thirty different multi-
cell design concepts were evaluated in terms of CFE and SEA and the
best design concept was subsequently selected for further evaluation.

Table 6
Normalized GMSE errors of the GP models constructed for CFE and SEA.

GMSEnor RMSEnor

CFE 8.5 7.8
SEA 16.7 12.2
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Table 7
Optimization results for maximum CFE.

t1 [mm] t2 [mm] t3 [mm] t4 [mm] t5 [mm] Do [mm] Dm [mm] Di [mm] CFE (pred.) CFE (FEA) % error

1.000 2.579 1.609 1.000 1.235 63.96 19.19 10.22 0.874 0.814 7.4

Table 8
Optimization results for maximum SEA.

t1 [mm] t2 [mm] t3 [mm] t4 [mm] t5 [mm] Do [mm] Dm [mm] Di [mm] SEAa (pred.) SEAa (FEA) % error

2.664 3.000 3.000 2.607 1.101 46.48 15.07 6.55 104.39 109.23 −4.4

a SEA is in kJ/kg.

Fig. 9. Folding patterns of tubes a) best design b) baseline (x is the deformation distance).

Table 9
Optimization results for the composite function F.

Optimum values of the design variables
t1 [mm] t2 [mm] t3 [mm] t4 [mm] t5 [mm] Do [mm] Dm [mm] Di [mm]

2.872 3.000 1.000 1.000 3.000 45.41 14.10 9.87
Corresponding response predictions
CFE (pred.) CFE (FEA) % error SEA (pred.) SEA(FEA) % error F (pred.) F (FEA) % error

0.6922 0.6563 5.5 94.44 92.71 1.9 2.179 2.113 3.1
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Surrogate based optimization of the selected design concept was per-
formed. From our results obtained in this study, the following conclu-
sions were drawn.

• The accuracies of the constructed GP models were evaluated by
using the leave-one-out generalized root mean square cross valida-
tion error, GMSE, evaluated at the training points, and the root
mean square error, RMSE, evaluated at the test points. It was ob-
served that the GMSE values were larger than RMSE values, as ex-
pected.

• The GP models constructed for CFE predictions were more accurate
than the ones constructed for SEA predictions.

• The normalized RMSE values of the GP models constructed for CFE
and SEA predictions were 7.8% and 12.2%, respectively, and these
errors were found to be acceptable for response prediction of a
highly nonlinear phenomenon such as a crash.

• The errors of the GP models evaluated for the optimum designs were
smaller compared with the global accuracies of the GP models. The
error in GP prediction of the CFE of the optimum design for max-
imum CFE was 7.4%, and the error in GP prediction of the SEA of
the optimum design for maximum SEA was −4.4%.

• Optimization results showed that smaller wall thickness values
(execpt the wall thickness of the inner tube) and larger tube dia-
meters were utilized in the optimum design for maximum CFE when
compared with the corresponding ones in the optimum design for
maximum SEA.
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