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Abstract

In recent years, optimization started to become popular in several engineering disciplines such as aerospace, automotive
and turbomachinery. Optimization is also a powerful tool in hydraulic turbine industry to find the best performance of
turbines and their sub-elements. However, direct application of the optimization techniques in design of hydraulic
turbines is impractical due to the requirement of performing computationally expensive analysis of turbines many
times during optimization. Metamodels (or surrogate models) that can provide fast response predictions and mimic
the behavior of nonlinear simulation models provide a remedy. In this study, simulation-based design of Francis type
turbine runner is performed by following a metamodel-based optimization approach that uses multiple types of meta-
models. A previously developed computational fluid dynamics-based methodology is integrated to the optimization
process, and the results are compared to the results obtained from on-going computational fluid dynamics studies.
The results show that, compared to the conventional methods such as computational fluid dynamics-based methods,
metamodel-based optimization can shorten the design process time by a factor of 9.2. In addition, with the help of
optimization, turbine performance is increased while cavitation on the turbine blades, which can be harmful for the
turbine and reduce its lifespan, is reduced.
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Introduction

Hydro power is the world’s most reliable, afford-
able, available and sustainable energy source. It pro-
vides 19% of the planet’s electricity, and it only
requires flowing or fast running water to generate
energy that can be captured and converted into elec-
tricity. Turbines are used for hydro power
generation.'

Francis turbines are preferred to other types
because of their wide range of flow rate and head
values. They are composed of five different compo-
nents, amongst which the runner is the most import-
ant one because it directly affects the performance of
the turbine. Runner is connected to the generator
which generates electricity. The dimensions and the
shape of Francis turbine runners are determined
based on several objectives and constraints.”> Flow
in Francis turbine runners is rotational and three-
dimensional; therefore, two-dimensional methods

cannot be applied.> Computational fluid dynamics
(CFD) is the most commonly used tool that makes
internal flows in such complex domains predictable
and it captures the flow physics which has a substan-
tial influence on the performance of hydro turbines.
In conventional CFD-based design, the designer
performs runner design based on trial and error;
therefore, the designer tends to stay within the
bounds of successful previous studies.’

There are many considerations to be taken into
account in the design procedure. Head and discharge
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are the input parameters to determine the dimensions
of the turbine and the general shape of the runner and
its blades. Head is the difference between the
upstream energy level of the fluid entering the turbine
and the downstream energy level. Turbine power, tur-
bine efficiency, head and flow coefficients are other
considerations in the design process. Turbine power
is the hydraulic power generated by the turbine.
Efficiency is described as a ratio of the measured per-
formance to the theoretical performance of a turbine.
Head and flow coeflicients are the non-dimensional
parameters which express turbine characteristics. If
the values are known, they are used to calculate the
parameters, such as head and discharge.* Cavitation is
another important consideration that needs to be
eliminated. It occurs at high-flow velocity regions
when the local static pressure decreases below the
vapor pressure.” Turbine blades can get harmed and
the performance of turbine may be reduced because of
the bubbles.

CFD has become one of the main tools for turbo
machinery applications.® It provides predictable inter-
nal flows, information about flow separation, sources
of loss and loss distribution in the components of tur-
bine and also risky regions that are inclined to cavi-
tation.” The use of CFD has become more affordable
at all levels of the turbine applications and their per-
formance analyses since 1970s, using different levels of
complexity and assumptions (Euler-3D, Reynolds
averaged Navier—Stokes (RANS), large eddy simula-
tions, etc.) RANS simulation is a commonly used
technique for performance analyses. This is preferred
because of its efficiency and speed. Therefore, Drtina
and Sallaberger,” Wu et al.® and Nilsson and
Davidson’ used RANS simulations in CFD with dif-
ferent turbulence models to design and test their stu-
dies. Another reason to choose this simulation type
besides the speed and efficiency is that, it captures the
secondary flows and turbulent flow in boundary layer
accurately.

In this paper, CFD is used for analyzing the per-
formance of the turbine runner. Conventional CFD-
based design process is executed through trial and
error; hence, designing a runner for a Francis type
turbine can take several months. Also during this pro-
cess, the designer is restricted to stay in the limits of
previous studies. Due to these drawbacks of conven-
tional CFD-based design, CFD-driven optimization
approaches can be followed. Wu et al.® used a
CFD-driven optimization approach to optimize
whole Francis type turbine elements and to reach
the best efficiency point. Derakhshan and
Mostafavi'® indicated that turbine performance
depends on runner blade shapes, and he focused on
the design of a small Francis turbine runner by using
artificial neural networks and genetic algorithms
(GAs) coupled with 3D Navier—Stokes flow. The
main purpose was to improve the performance of ini-
tial geometry of the runner blade. To reduce the

computational time, Thum and Schilling'" used differ-
ent CFD codes such as quasi-3D-Euler, 3D-Euler and
3D Navier—Stokes codes with parameterized blade
geometry. To keep the geometry invariable during
the optimization process, Thum and Schilling'" used
B-Spline modification technique.

Another optimization approach is the integrated
optimization with CFD, and Georgopoulou et al.'?
performed such kind of study by using metamodel-
assisted evolutionary algorithms. One year later,
Nakamura and Kurosawa'® performed an optimiza-
tion study on turbine blades by using GA. In 2012,
Enomoto et al.'* designed a turbine blade for Francis
type turbine with the help of design of experiments
(DoE). All analyses are performed with the help of
CFD. Two years later, Kawajiri et al.'” used the
same tool by using multi-objective GA (MOGA)
with the same purpose which is to find the most effi-
cient Francis turbine runner blade. However, it was
shown that the use of the most accurate metamodel in
optimization does not necessarily lead to the optimum
solution.'® Therefore, in this study, optimization is
performed with different metamodel types to obtain
multiple optimum solution candidates, and the candi-
date with best performance is chosen to be the opti-
mum configuration.

Problem description

Hydraulic turbine design requires searching for the
proper values of design variables of runner blades to
obtain desired cavitation-free shape with high effi-
ciency by given parameters such as head, volumetric
flow rate and runner rotational speed. These param-
eters constitute the optimization problem as objective
function and constraints.

A constrained nonlinear optimization problem is
stated mathematically as

Min/Max fi(x), i=1,2, ...,ns (1a)
Subject to g; (x)<0, j=1,2,...,n4 (1b)
xeS (1c)

In this formulation, x is an n-dimensional vector of
unknowns x = (xy, x2, ..., X,) called design variables,
fi and g; are the objective and constraints functions,
respectively. Set S is a subset of n-dimensional space
that defines the design space (i.e., the bounds of the
design variables).'"!®

In this study, the design variables are the lean and
metal angles for five different spans of the meridional
surface. The lean and metal angles form the curvilinear
shape of the blade which is crucial for optimum design
(cavitation-free surface, high efficiency). Lean angle is
defined by the angle ‘0" between the blade and merid-
ional plane. It is measured perpendicular to the stream
surface, ¥ =0. When lean angle is set up accurately,
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it regulates cross flow on the runner blade to balance
the pressure for potential flow.!” This means that to
reduce cavitation on the blade surface, lean angle is a
characteristic parameter. On the other hand, lean angle
0 is dependent to metal angle ““€”” which constitutes the
curvature of the blade. Demonstration of lean angle
can be seen in Figure 1.%° Also, the span distribution
on meridional surface is shown in Figure 2.

In the present work, we consider two different cases
for optimization. For the first case (i.e., the single
objective optimization case), the objective function is
the turbine efficiency that needs to be maximized. The
available head, shaft power and cavitation values
should satisfy the constraints. For the first optimiza-
tion case, the design variables are the metal angles.

The optimization problem for the first case can be
stated as

Max 5(x) (2a)
HU>H(x)>HL (2b)
C(x)>Cmin (2¢)
SPU >SP(x) > SPL (2d)
xeS (2¢)

Figure 2. Span distribution on meridional surface.

Here, the first constraint restricts the head, the
second constraint restricts cavitation and the third
constraint restricts the shaft power. The parameters
used in these constraints are given in Table 1.

Table 1. Parameters in design constraints.

HL (m) Hy (m)  Cuin (kPa)  SPL (MW)  SPy (MW)

44 46 —66 1.0 1.2

Table 2. Design variables and responses.

Design variables
(input parameters)

Responses
(output parameters)

0% Span (Al)
20% Span (A,)
50% Span (A3)
75% Span (Ay)

100% Span (As)

Head (m)

Turbine power (MW)
Total efficiency
Cavitation (kPa)

Table 3. Initial wide range of the design variables.

Design variable Lower Upper

Metal angles (°)

0% Span (Al) 30 80
20% Span (A;) 30 80
50% Span (A3) 30 80
75% Span (Ay) 30 80

100% Span (As) 30 80
Lean angles (°)

0% Span (Al) -20 30
20% Span (A;) -20 30
50% Span (A3) -20 30
75% Span (Ay) -20 30

100% Span (As) -20 30

Table 4. Final values of the lower and upper bounds of the
design variables.

Design variable Lower Upper

Metal angles (°)

0% Span (Al) 67.6 77.6
20% Span (A;) 66.0 76.0
50% Span (As) 65.5 75.5
75% Span (Ay) 60.5 74.1

100% Span (As) 59.0 72.1
Lean angles (°)

0% Span (Al) —12.0 4.0
20% Span (A,) —12.0 3.0
50% Span (A3) -9.0 5.0
75% Span (A4) -3.0 6.0

100% Span (As) 3.0 7.0
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For the second case (i.e., the multi-objective opti-
mization case), elimination of cavitation is considered
so minimization of cavitation pressure becomes the
other objective function. Constraints are the same
except cavitation-free surface requirement. For the
second optimization case, the design variables are

the lean angles. The optimization problem for the
second case can be stated as

Max n(x), Min C(x) (3a)

HU>H(x)>HL (3b)

Start with
Preliminary Design

Determine Input
Parameters o

I

Check Sensitivity
Anzlysis

CFD Setup with
Boundary

Conditions

I

Determine Cutput
Parametears

Responze Surface

o R

‘

Turn Back to
Parameters

Specify the Limits on
the Design Space

'

Create an
Appropriate Design
Space [DoE)

I

Solve DoE

I

Apply a Meta-
Model to the Results

I

Update Results

One Object Function or
Mare than One Object
Function

Optimization

Get Optimization
Results

Figure 3. CFD-aided optimization procedure.

CFD: computational fluid dynamics; DoE: design of experiments.
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SPU >SP(x)>SPL (3¢)

xXeS (3d)

The design variables and the responses in the opti-
mization problems of our interest are listed in Table 2.
It can be noticed that the lean and metal angles at five
different span (0%, 20%, 50%, 75% and 100%) of the
meridional surface are used as design variables.

To form the design space S, lower and upper
bounds of the design variables need to be defined.
Determination of these bounds through 3-D CFD ana-
lyses is computationally costly. Therefore, turbine
runner blades are generated by using BladeGen
module of Ansys>! without thickness, and the flow is
assumed to be two dimensional to determine these
bounds. The general shape of the runner and flow con-
ditions are kept fixed. The lower and upper bounds of
the angles at different spans are the same, since these
preliminary analyses are based on the use of using
BladeGen module without thickness. Analyses start
with a wide range of the design variables (see Table 3).
Notice that lower and upper bounds of the angles at
different spans are taken the same as 2-D analyses
that are performed to determine these bounds. For
each simulation, only one parameter is changed, and
the others are kept constant. This procedure is
repeated for each parameter. Depending upon conver-
gence and divergence of the results, the bounds of
the design variables are narrowed or extended, and
correlation between parameters are defined. The
final values of the lower and upper bounds of the
design variables are provided in Table 4.

After the design space is generated (i.e., the bounds
of the design variables are determined), the optimiza-
tion procedure shown in Figure 3 is followed.

The optimization procedure starts with the prelim-
inary design (or nominal design) of the runner. Next,
the input parameters from geometry (i.e., the lean and
metal angles for five different span of the meridional
surface) are determined. We found that the interaction
between the lean angle and metal angle is negligible.
Therefore, first, the metal angle is optimized separately
by taking the nominal values of the lean angles, and
then, optimization is performed for the lean angle by
using the optimized values of the metal angles.

Optimization is performed by using ANSYS
DesignXplorer tool.>? This software provides a
straightforward way to set up a connection between
numerical analyses and optimization. It consists of
commonly used metamodel types for optimization
and numerical techniques to handle with high-
dimensional functions in the process. The common
practice in metamodel-based optimization is to con-
struct different types of metamodels, to evaluate their
accuracies, and to use the most accurate metamodel in
optimization. However, it was found that the use of
the most accurate metamodel in optimization does
not necessarily lead to optimum.'® Therefore, in this

Table 5. Runner design parameters.

Turbine parameters

Head: H (m)
Volumetric flow rate: Q (m?/s)
Specific speed: Ng
Geometric parameters
Runner dimensions:
Di, Do, Dty Dimaxs bo, Dg, Dy, o
Blade angles:

Metal angle:

Lean angle: 6

CCD
‘\.

LHS ‘% Design of Experiments |

Custom Sampling

T e

Single Objective
Optimization

Multi Objective
Optimization

Response Surface

Non - Parametric

Regression

Figure 4. Procedure for generating multiple optimum candidates by using multiple optimization algorithms and metamodel types.
LHS: Latin hypercube sampling; CCD: central composite design; NLPQL: nonlinear programming by quadratic Lagrangian; MISQP:
mixed-integer sequential quadratic programming; MOGA: multi-objective genetic algorithm.
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Figure 5. Total pressure distribution between runner blades.
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Figure 6. Velocity vectors between blades.

paper, the optimization studies are performed by
using different optimizers and different metamodel
types available in ANSYS DesignXplorer tool to
obtain multiple optimum solution candidates, and
the candidate with best performance is chosen to be
the optimum configuration. Brief details of the opti-
mization algorithms and the metamodel types used in
this paper are given in Appendices 1 and 2, respect-
ively. The procedure followed to generate multiple
optimum candidates by using multiple metamodel
types and optimization algorithms is shown in

Figure 7. Velocity vectors on blades.

Figure 4. For the first optimization case (single object-
ive optimization), four different optimizers and four
different metamodel types are used, resulting in 16
optimum candidates. For the second optimization
case (multi-objective optimization), on the other
hand, two different optimizers and four different
metamodel types are used, resulting in eight optimum
candidates.

For the first optimization case, only metal angles
are optimized. We found that metal angle has small
effect on cavitation compared to the lean angle (see
Appendix 1). For the second optimization case, on the
other hand, only lean angles are optimized (see
Appendix 2).
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CFD analysis

In this study, CFD is used for turbine performance
analyses that include characteristic flow properties
and energy losses. Numerical analyses are performed
by using ANSYS-CFX? for a single runner blade to
eliminate complexity of simulations. However, to pre-
dict the whole flow characteristics in turbine runner,
computational domain is reduced to the flow field
between two runner blades by using periodicity con-
dition.® Periodicity condition helps to determine the

Pressure
6.000e+004

E 4.800e+004
3.600e+004
2.400e+004
1.200e+004
0.000e+000
-1.200e+004
-2.400e+004
-3.600e+004
-4.800e+004

-6.000e+004
[Pa]

Figure 8. Pressure distribution on the blade surface.
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Figure 9. Specified spline point for lean angle.
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" -
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2o
0 0.5 | 15
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Figure 10. Specified spline point for metal angle.

sequence of the runner blades in the analyses.
Boundary conditions are defined as total pressure at
the inlet and volumetric flow rate at the outlet. Since
only known parameters are total pressure and volu-
metric flow rate, these are chosen as boundary condi-
tions for single blade analyses. The opposite situation
is valid for complete turbine runner analyses. In add-
ition to these boundary conditions, no-slip condition
is used with k-epsilon turbulence model with 107>
convergence criteria. H/J/C/L topology (letters repre-
senting mesh shape around the blade) is chosen for
the mesh. It is applied to one blade surface by using
250k elements. The output of CFD analyses is the
efficiency, pressure, velocity, power which are found
to be helpful to determine the adequacy of the
turbine.”*

E
B 100 - So¥ 2
[ Sy

T ey

Ny
0 “O-0 0
0 20 40 60 80 100
LE Lean Angle [Degree]

=O=— Head

Power [MW]

Lean Angle

Figure 11. Effects of LE lean angle on turbine head and
power.
LE: leading edge.

100 15
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Head [m]

Power [MW]

0 Ol 2 - 0
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LE Metal Angle [Degree]
== Head LE Metal Angle

Figure 12. Effects of LE metal angle on turbine head and
power.
LE: leading edge.

150
)
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¥ % <
£ o

0
0 20 40 60 80 100
LE Lean Angle [Degree]

©— Efficiency

Figure 13. Effects of LE lean angle on turbine efficiency.
LE: leading edge.
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It is known that leak tightness is not an important
concern for turbine performance; however, blade sur-
face has an undeniable effect on efficiency and power.
Therefore, smooth blade surface and leak tightness
are assumed for numerical analyses. To create a
smooth blade for the analyses, blade geometry is cre-
ated with the help of ANSYS-BladeGen?! module.
The general shape is generated by using turbine initial

100
g 00900 o,
c
2 go -0
& o \
w

0
0 20 40 60 80 100
LE Metal Angle [Degree]
O Efficiency

Figure 14. Effects of LE metal angle on turbine efficiency.
LE: leading edge.

design parameters as a first step. These are the basic
turbine parameters such as head, volumetric flow rate,
specific speed that provide basic dimensions of
runner. As a second step, blade shape is iterated
until uniform area distribution of the blade surface
is obtained. To reach uniform area distribution,
basic geometrical design parameters (turbine inlet
and outlet diameters, guide vane height and basic
blade angles) are calculated by using one-dimensional
Euler equations. These parameters are summarized in
Table 5. Here, & is the metal angle, and 0 is the lean
angle. D; is the inlet diameter, D, is the outlet diam-
eter of the turbine, whereas D,,,, 1S the maximum
outlet diameter. D, is the throat diameter, which is
the minimum diameter of flow passage of the
runner. Dy and Dy are the guide vane and shaft diam-
eters, respectively. by is the guide vane height, and « is
the guide vane angle.

For performing CFD analyses, HP Workstation
7210 Intel 64byte operating system is used. To
reduce computational time, calculations are per-
formed with HP Intel Xeon CPU E5-26670 @

(a) TOTAL
EFFICIENCY
96.236

96.234
96.235 )
| 96.232

96.23 |

96.228
86.225

TOTAL EFFICIENCY

96.226

A 96.222

96.22

TOTAL EFFICIENCY

(b)

TOTAL EFFICIENCY

70

TOTAL
EFFICIENCY

96.24
96.245
96.24

96.235
96.235
96.23

96.23
96.225
96.22

96.215 96.225
85

/«.5
70 o, 5§
Ay, s 80
..,/ss € 9622
4 75 e N‘c’\'
Vete e
8 75 P

TOTAL
EFFICIENCY (M 55238

96.236
96.234
96.232
96.23

96.228
96.226
66.224

96.222

. / 96.22

— 80
65

o5 WET P

P‘HG\-E' 96.218

Figure 15. Response surface results for metal angle for total efficiency (a) Al and A4 span, (b) Al and A5 span and (c) A4 and A5

span.
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2.90 GHz Cluster with 110 processors. The baseline
design for the runner is taken from a previous
study.? Total pressure distribution, velocity distribu-
tion and velocity vectors on the blade surface for the
baseline runner design are presented in Figures 5 to 8.

Metamodel construction
Design of experiments

DoE is a systematic method which determines the
location of data points in design space which are
used to calculate the objective and constraint func-
tions. Latin hypercube sampling (LHS), central com-
posite design (CCD) and Box-Behnken design are
examples of commonly used DoE. In this paper,
LHS is used.

The number of training points are selected as 10
times the number of design variables. Since there

points are used in LHS DoE. The DoE and corres-
ponding responses are provided in Appendix 3.

Metamodel types

Metamodels are the mathematical models used to
determine the relationships between the input param-
eters (here the design variables) and simulation outputs
used in the objective and constraint functions.
Metamodels simplify the optimization process by
replacing computationally costly analyses models.?®*’
In this study, five different metamodel types, namely
the standard response surface, Kriging, non-parametric
regression, neural network and sparse grid are used. As
noted earlier, there are no specified metamodels for a
given problem which guarantees finding the optimum.
The selection of the appropriate metamodel type
depends on the problem structure and the complexity
of design. To protect against using the wrong metamo-

exists five design variables in optimization for lean del, all metamodel types available in ANSYS
angles and optimization for metal angles, 50 training DesignXplorer module are used.
(a) CAVITATION [Pa] (b) caviTaTIoN [Pa] i -1
x10° e x10°
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- —-1.01-
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3 o8 1025 104
-1.035 -1.05.
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70 / 60| 55
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Figure 16. Response surface results for metal angle for cavitation (a) Al and A4 span, (b) Al and A5 span and (c) A4 and A5 span.
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Results
Preliminary design evaluation

Inlet parameters are selected to find the blade curva-
ture effects on turbine efficiency and cavitation coef-
ficient. Therefore, inlet and outlet parameters of the
optimization are chosen from the blade angles which
change the blade curvature. Lean and metal angles are
used to determine the optimum shape of the runner
blade with curvature. Lean angle is always used for
the edges of the blades. Blade metal angle of a runner
blade is defined by the angle between the blade and a
meridian plane, and it is measured perpendicular to
the stream surface. To understand the general rela-
tion, hub and tip (shroud) points (see Figure 2) are
chosen to be analyzed. These points show the vari-
ation of the mean line of blade when changes are
applied.

As inlet parameters, metal and lean angles are
varied as a function of meanline with fifth-order
Bezier spline (B-Spline) representation. This represen-
tation of curves ensures that the line and its derivatives

are smooth to provide an ideal platform to define the
shape of the blade. Five spline points are chosen as a
default starting from leading edge (LE) to the trailing
edge (TE). In this study, the third point of each span is
defined as an input parameter for lean angle and each
first point for metal angle. Figures 9 and 10 indicate the
points with color red used in this study.

Preliminary design evaluation study shows that
lean and metal angle have different effects on the per-
formance of the turbine. It is found that lean angle is
more important for turbine efficiency because of the
curvature effect. Besides these, hub point of the metal
angle and middle point of the lean angle are found to
be the most effective parameters. Therefore, they are
used in 3-D analyses for each span. Figures 11 to 14
show the effects of these input parameters.

Effect of the metal angles

The effect of the metal angles on the total efficiency
and cavitation is shown in Figures 15 and 16, where
response surface approximations are shown for

(a) TOTAL (b) TOTAL
EFFICIENCY EFFICIENCY
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5 96054 o
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-10 \*\\ L 951{; ~ 96.115
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Figure 17. Response surface results for lean angle for total efficiency (a) A3 and A4 span, (b) A3 and A5 span and (c) A4 and A5

span.
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depiction. Figure 15 shows that metal angle depicts
different trends for each span for total efficiency. It is
also observed that metal angle on Al span reaches its
peak value on A4 and A5 span. Figure 16 indicates
that cavitation changes on the runner blade depending
on the metal angle. On the other hand, LE and TE
metal angle values are not completely related to cavi-
tation as expected.

Effect of the lean angles

Response  surface approximations shown in
Figures 17 and 18 demonstrate additional features
different than metal angle. By completing each
other, both lean and metal angle have an important
effect for efficiency of runner. The lean angle has the
power to control both cavitation and efficiency. Thus,
both cavitation and efficiency are defined as objective
functions for the multi-objective optimization case.
Figures 17 and 18 also show that A4 span in results
of lean angle and metal angle affects the performance

different than others. Also, this parameter shows simi-
lar results compared to AS span at TE.

Brief discussion of the overall results

As noted earlier, the optimization studies are carried
out by using different optimizers and different meta-
model types to obtain multiple optimum solution can-
didates for each optimization case. The optimum
candidates obtained are given in Appendix 4.

For each case, after multiple optimum candidates
are determined, the candidate with best performance
is chosen to be the optimum configuration. The opti-
mization results for both cases can be seen in Table 6.
Contrary to expectations, the effect of metal angle on
the total efficiency did not provide the expected
results. Increasing metal angle means shorter blades,
therefore friction decreases and efficiency was
expected to get higher. As explained in the previous
sections, lean and metal angle has a relation to con-
stitute the curvature of the blade. Therefore, this can
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Figure 18. Response surface results for lean angle for cavitation (a) A3 and A4 span, (b) A3 and A5 span and (c) A4 and A5 span.
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Table 6. Optimization results for both cases.

Design variables Reference Optimum
and responses value value
Results for first optimization case

(optimization of metal angles)

0% Span (Al) 69.44 67.62
20% Span (A2) 68.35 66.71
50% Span (A3) 68.47 75.08
75% Span (A4) 67.38 71.13

100% Span (A5) 65.55 62.42
Cavitation (Pa) —88,596 —99,742
Head (m) 37.26 46.88
Shaft power (MW) 0.870 I.105
Total efficiency (%) 95.60 96.13
Results for second optimization case

(optimization of lean angles)

0% Span (Al) —18.00 —6.97
20% Span (A2) —16.82 —6.57
50% Span (A3) —12.61 433
75% Span (A4) —6.25 5.09

100% Span (A5) 0.11 6.66
Cavitation (Pa) —88,596 —63,789
Head (m) 37.26 44.03
Shaft power (MW) 0.870 1.038
Total efficiency (%) 95.60 96.18

be an explanation to unexpected result. On the other
hand, it is obtained that lean angle is the main par-
ameter in this study which controls both efficiency and
cavitation on blades effectively. It is known that cavi-
tation is sensitive to pressure and lean angle regulates
cross flow on the runner blade to balance the pressure.
When they are thought together, it can be said that
results meet the expectations for lean angle.

Conclusion

A CFD driven, metamodel-based approach was pre-
sented for design and optimization of Francis type
turbine runners. Preliminary design of the runner
blade was used, and the optimum results for cavita-
tion free, high-efficiency turbine were anticipated.
Contrary to expectations, the effect of the metal
angle on the total efficiency did not show the desired
results. Increasing metal angle means shorter blades,
therefore friction decreases and efficiency was
expected to get higher.

The reason of the unexpected small increase in the
efficiency could be that the efficiency had already been
increased to a specified value in the preliminary design
which was performed to obtain a uniform flow area.
While the increase in the total efficiency based on a
change in metal angle is 0.03%, the increase in the
turbine power is 1.3% as we take the reference point
as our preliminary design results. Metal angle shows a

great effect on the turbine power. Besides, if we com-
pare the results with previous CFD studies, increment
in the efficiency was calculated as 0.6%.

The effects of the lean angle were calculated by
using the optimum metal angle values. All the results
for the lean angle satisfied the expectations. In the
case, the cavitation coefficient was reduced the cavita-
tion bound in 50% starting from the highest value. If
we compare the results with previous CFD results, we
can calculate the difference as 18%.

Previously developed CFD-based methodology is
integrated to the optimization process, and the results
are compared to the results obtained from on-going
CFD studies. Design time before optimization takes
5.5 months to complete together with pre-design pro-
cess which is 15 days. After optimization, design time
is reduced to 0.6 months with the pre-design process
time. That is, compared to the conventional methods
such as CFD, metamodel-based optimization can
reduce design process time by a factor of 9.2. In add-
ition, with the help of optimization, turbine perform-
ance is increased while reducing cavitation that occurs
on the turbine runner blades which can be harmful for
the turbine, reducing its life span.
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Appendix I: The optimization
methods used

In this paper, different optimizers of ANSYS
DesignXplorer tool are used for optimization:
NLPQL (nonlinear programming by quadratic
Lagrangian), MISQP (mixed-integer sequential quad-
ratic programming), MOGA and screening. NLPQL
and MISQP are gradient-based optimization meth-
ods, whereas MOGA and screening are population
based.

Nonlinear programming by quadratic Lagrangian

The basic idea in NLPQL is to construct a sequence of
quadratic programming sub-problems obtained
through quadratic approximation of the Lagrangian
function and linear approximation of the constraint
functions.”” In NLPQL, Hessian updating is per-
formed through a quasi-Newton formula, and the sta-
bilization is achieved through an additional line
search. NLPQL works well for medium size and
well-scaled problems.

Mixed-integer sequential quadratic programming

MISQP uses a modified sequential quadratic pro-
gramming approach, where quadratic approximation
of the Lagrangian function and linear approximation
of the constraint functions are sequentially generated,
and a mixed-integer approach is used to solve the
optimization problem by using branch-and-cut
method.?” The stabilization of MISPQ is achieved
through a trust region method.

Multi-objective genetic algorithm

MOGA is a hybrid variant of the non-dominated
sorted genetic algorithm-11.>* MOGA supports multi-
ple objective functions and aims at finding the global
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minimum. The default setting for the number of initial
samples is 10 times the number of input parameters,*
and this setting is used in this paper.

Screening

Screening is based on the Shifted Hammersley sam-
pling strategy, where the design space is populated
uniformly by an unbiased low-discrepancy quasi-
random number sequence.?

Appendix 2: The metamodel types used

In this paper, four different metamodel types are used:
Standard response surface, Kriging, non-parametric
regression and neural network.

Standard response surface

The standard response surface is based on the use of
full second-order polynomial to define the relation-
ship between the input and output parameters, and
it can be expressed as?

L L L-1 L
f(X) = by + Zb,‘xl‘ + Zb,-ix? + Z Z bjixix;
i=1 i=1 i=1 j=i+1
4

where /} is the response surface approximation of the
actual response function, f, L is the number of vari-
ables in the input vector x and by, b;, by, b; are the
unknown coefficients to be determined by the least
squares technique.

Kriging

Kriging model estimates the response in the following
form*°

fix) = p(x) + Z(x) (5)

where f is the predicted response, p is a known poly-
nomial that globally approximates the response and Z
is the stochastic component that generates deviations
such that the Kriging model interpolates the sampled
response data. The stochastic component has a mean
value of zero and covariance of

COV[Z(x)), Z(x))] = o*R[R(x1, x;)] (6)

where R is N x N correlation matrix, N is the number
of training points, R(x;, x;) is correlation function
between the two training points x; and x;. Mostly,
the correlation function is chosen as Gaussian, that is

R(O) =

L
exp(—6idy) (7)

k=1

where L is the number of variables, dj, = xj'( — xj;, is the
distance between the kth components of the two train-
ing points x; and x; and 6y is the unknown parameters
to be determined.

Once the correlation function has been selected, the
response f is predicted as

fix) = B+ TR (£ - Bp) ®)

where r'(x) is the correlation vector of length N
between a prediction point x and the N sampling
points, f represents the responses at the N points
and p is an L-vector of ones (if p(x) is taken constant).
The vector r and scalar 8 are given by

() = [R(x, x'), R(x, x%), ..., R(x, xV)]" 9)

A _ —1 _
B=('R7'p) p'R7'f (10)
The variance of the output model is estimated as

(t—Ap) R~ )

~2
_ 1
7 N (1

The unknown parameters 0, can be estimated by
solving the following problem?!

—[Nln(&z) +1n|R|]
2 (12)

Max ®(®) =
st.®>0

where © is the vector of unknown parameters 6, and
both ¢ and R are functions of .

Non-parametric regression

Non-parametric regression is mainly used to predict
high-nonlinear responses, and it is basically a support
vector machine (SVM).*? SVMs are originally devel-
oped for classification and then extended to
regression.

When used for classification, the basic idea is to
create a hyperplane which separates the data into
classes such that the margin is maximized. If the
data classes have values of —1 and +1, the separating
hyperplane can be defined through

(w,x) +6=0 (13)

where w is the vector of hyperplane coefficients, x is
the vector of data points, » is the bias and (w,x)
indicates the scalar product of w and x. Similarly,
the support hyperplanes can be defined through

(w,x) +b=—1and (w,x) +b=+1 (14)
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The margin between two support hyperplanes is
2/ |lw ||. Therefore, the hyperplanes can be formed
by solving the following optimization problem

1 )
min 5 lw Il (15)
s.t. yi({w,x) + b) > 1

where the constraint reflects the fact that no
sample can lie between the support hyperplanes. If
the classes are linearly separable, a hyperplane separ-
ating the data into classes can be found in the original
variable space. For the case of nonlinearly separable
classes, on the other hand, the original variable space
is projected to a feature space using a nonlinear
Kernel function. In the feature space, the classifica-
tion problem is similar to that of the linearly separable
case. Widely used kernel functions include polyno-
mials, Gaussian functions, Fourier series and
splines.*>3?

When used for regression, the hyperplane is used to
categorize a subset of the input sample vectors (called
support vectors) that are assumed to be sufficient to
represent the response.

Neural network

The neural network metamodel is composed of neu-
rons, which are connected to each other using weights
that carry the information. The functionality of neural
networks is based on biological neurons. A set of
training patterns are used for learning. A neural net-
work consists of an input layer, hidden layers and an
output layer as shown in Figure 19. Figure 19 shows
the basics of a feed forward architecture that is
common mostly in engineering applications. It con-
sists of two hidden layers; however, a network may
consist of any number of hidden layers in order to
accurately predict the response of interest.

Output layer

Input layer

Hidden layer 1

Figure 19. A feed forward neural network architecture.

Appendix 3: DoE and corresponding
responses

DoE and the corresponding responses for metamodels
constructed to relate the metal angles to the responses
are given in Table 7. It is seen that the maximum
efficiency obtained at the data points is 96.128%,
while the minimum cavitation (the absolute value)
obtained at the data points is —94.3kPa, which is
larger than the desired value of —66 kPa. Therefore,
it is not possible to satisfy the cavitation constraint by
adjusting the metal angles in the first optimization
case, and the cavitation is used as another objective
function in the second optimization case, and the
desired cavitation pressure level is obtained by chan-
ging the lean angles.

DoE and the corresponding responses for meta-
models constructed to relate the lean angles to the
responses are given in Table 8. It is seen that the
maximum efficiency obtained at the data point is
96.184%, while the minimum cavitation (the abso-
lute value) obtained at the data point is —62.5kPa,
smaller than the desired value of —66 kPa. Therefore,
it would be possible to obtain the desired cavitation
pressure level is obtained by changing the lean
angles.

Appendix 4: Optimum candidates
for each optimization case

Sixteen optimum candidates for the first optimization
case are listed in Table 9. The optimum candidate #13
yields the maximum efficiency value, so that candidate
is taken to be the optimum design. Cavitation values
are not provided in the table since the optimization of
metal angles only is not sufficient enough to obtain
the desired cavitation pressure level.

Eight optimum candidates for the first optimiza-
tion case are listed in Table 10. Since this case is a
multi-objective optimization case, we need to evalu-
ate both objectives of the optimum candidates.
Table 10 shows that no candidate can dominate
other candidates in terms of both objectives. For
instance, optimum candidate #7 yields the minimum
cavitation (but not the maximum efficiency),
whereas optimum candidate #1 yields the maximum
efficiency (but not the minimum cavitation). To
determine the optimum configuration, we define an
aggregate objective function (AOF, see equation
(16)) in terms of both objectives, and the optimum
candidate having the minimum AOF value is
declared as the optimum configuration. Table 10
shows that the optimum candidate #! yields the
minimum AOF value, so it is taken to be the opti-
mum design

AOF:—E+% (16)
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Table 7. Design of experiments and corresponding responses (for first optimization case).

Shaft Total
# Al (°) A2 (°) A3 (°) A4 (°) A5 (°) Cavitation (Pa) Head (m) power (W) efficiency (%)
| 71.30 66.70 75.20 61.45 62.80 —106,100 47.105 1,110,130 96.112
2 73.10 72.50 69.60 62.81 59.66 —101,417 46.825 1,103,600 96.119
3 67.90 74.50 66.40 67.71 64.12 —100,722 46.602 1,098,400 96.122
4 72.10 71.90 75.00 73.15 62.02 —101,198 46.751 1,101,970 96.127
5 68.30 68.30 67.20 70.16 68.84 —106,347 46.572 1,097,580 96.112
6 76.90 69.10 71.60 61.18 7041 —106,218 46.889 1,104,970 96.105
7 71.90 73.30 74.60 65.80 67.79 —106,385 46.931 1,106,130 96.120
8 76.70 72.10 65.60 66.89 61.23 —100,499 46.874 1,104,800 96.122
9 69.50 69.70 68.60 69.61 64.38 —100,158 46.636 1,099,230 96.125
10 68.90 75.90 66.60 68.25 69.10 —101,358 46.593 1,098,180 96.122
I 70.30 66.10 67.00 64.72 63.59 —102,916 46.900 1,105,400 96.121
12 68.70 70.90 70.00 62.00 70.15 —104,921 46.807 1,103,120 96.113
13 71.10 70.50 68.20 64.44 69.63 —103,484 46.718 1,101,050 96.115
14 73.70 75.30 69.20 69.07 65.69 —101,957 46.679 1,100,220 96.123
15 70.10 67.90 75.40 72.06 59.92 —96,676 46.793 1,102,940 96.127
16 75.50 73.90 73.80 64.17 61.49 —104,672 47.012 1,108,020 96.118
17 75.10 71.10 67.40 61.72 66.48 —103,279 46.825 1,103,520 96.110
18 72.90 75.50 73.40 70.43 71.20 —104,156 46.718 1,101,080 96.117
19 68.50 70.10 71.20 63.36 60.97 —100,555 46.976 1,107,280 96.128
20 68.10 75.70 72.00 70.70 60.71 —103,638 46.701 1,100,720 96.122
21 70.90 72.30 70.40 71.79 63.33 —103,735 46.669 1,099,920 96.118
22 75.70 67.70 73.60 73.42 65.43 —97,812 46.728 1,101,330 96.120
23 77.10 74.70 72.60 69.34 59.39 —103,842 46.847 1,104,050 96.112
24 69.10 67.30 69.40 63.90 60.18 —99,569 46.789 1,102,820 96.123
25 74.30 71.30 66.80 73.96 66.22 —100,812 46.521 1,096,290 96.105
26 72.70 69.90 71.00 66.35 68.05 —106,204 46.759 1,102,030 96.117
27 74.90 69.50 72.80 64.99 67.53 —105,751 46.866 1,104,500 96.112
28 73.50 67.50 68.40 69.88 71.99 —107,717 46.651 1,099,350 96.104
29 77.30 69.30 66.20 71.52 65.17 —98,899 46.674 1,100,020 96.116
30 70.50 73.70 70.80 63.63 63.85 —105,833 47.017 1,108,200 96.124
31 74.50 74.30 68.00 71.24 71.46 —105,193 46.550 1,096,970 96.105
32 75.30 73.50 66.00 60.64 63.07 —102,157 46.964 1,106,830 96.113
33 71.50 70.30 71.80 65.26 67.00 —106,519 46.886 1,105,110 96.124
34 75.90 73.10 73.20 60.91 68.58 —106,706 46.992 1,107,410 96.107
35 70.70 74.10 71.40 72.60 67.27 —101,042 46.659 1,099,750 96.123
36 69.70 66.90 67.60 67.44 68.32 —104,087 46.690 1,100,450 96.120
37 76.50 71.50 70.60 63.08 69.89 —103,805 46.873 1,104,690 96.114
38 76.30 68.50 73.00 70.97 70.68 —110,902 46.740 1,101,400 96.100
39 72.50 66.30 70.20 72.33 61.76 —94,320 46.731 1,101,470 96.125
40 77.50 75.10 72.20 67.98 59.13 —109,573 46.951 1,106,370 96.099
41 72.30 68.70 69.00 66.08 62.54 —102,670 46.876 1,104,890 96.126
42 71.70 74.90 68.80 62.27 69.36 —102,104 46.828 1,103,660 96.118
43 73.90 67.10 67.80 67.16 60.44 —98,840 46.823 1,103,590 96.121
44 69.30 68.90 74.00 65.53 65.95 —106,297 46.936 1,106,270 96.123
45 74.70 68.10 74.80 68.52 71.73 —106,448 46.856 1,104,230 96.109
46 74.10 72.70 74.40 72.88 70.94 —103,844 46.701 1,100,640 96.115
47 76.10 66.50 69.80 66.62 62.28 —104,166 46.908 1,105,560 96.119
48 73.30 70.70 65.80 73.69 64.64 —99,720 46.500 1,095,830 96.107
49 69.90 72.90 74.20 62.54 64.90 —103,138 47.004 1,107,850 96.120
50 67.70 71.70 72.40 68.80 66.74 —103,550 46.787 1,102,760 96.123
Min 67.70 66.10 65.60 60.64 59.13 —110,902 46.500 1,095,830 96.099

Max 77.50 75.90 75.40 73.96 71.99 —94,320 47.105 1,110,130 96.128




Ayancik et al. 1443

Table 8. Design of experiments and corresponding responses (for second optimization case).

Shaft Total
# Al (°) A2 (°) A3 (°) A4 (°) A5 (°) Cavitation (Pa) Head (m) power (W) efficiency (%)
I —6.08 —10.95 4.58 -2.37 4.16 —126,184 46.252 1,089,300 96.064
2 —3.20 —2.25 —3.26 —1.47 3.20 —120,071 46.504 1,095,330 96.071
3 —11.52 0.75 —7.74 1.77 4.56 —104,967 46.156 1,087,010 96.061
4 —4.80 -3.15 4.30 5.37 3.92 —83,207 44.345 1,045,620 96.175
5 —10.88 —8.55 —6.62 3.39 6.00 —94,849 45.565 1,073,690 96.114
6 2.88 —7.35 —0.46 —2.55 6.48 —92,858 46.155 1,087,380 96.094
7 =512 —1.05 3.74 0.51 5.68 —84,390 45.085 1,062,530 96.128
8 2.56 —2.85 —8.86 1.23 3.68 —94,022 46.230 1,089,160 96.096
9 —8.96 —6.45 —4.66 3.03 4.64 —87,217 45.522 1,072,890 96.134
10 —9.92 2.85 —7.46 2.13 6.08 —93,656 45.540 1,073,100 96.113
I —7.68 —11.85 —6.90 —0.21 4.40 —106,361 46.770 1,101,540 96.068
12 —10.24 —4.65 —2.70 —2.01 6.40 —101,524 46.186 1,087,800 96.068
13 —6.40 —5.25 —-522 —0.39 6.24 —103,016 46.107 1,086,160 96.088
14 —2.24 1.95 —3.82 2.67 5.04 —82,058 45.102 1,063,090 96.141
15 —8.00 —9.15 4.86 4.65 3.28 —111,957 44.790 1,055,920 96.158
16 0.64 —0.15 2.62 —0.57 3.76 —114,567 45.598 1,074,350 96.103
17 0.00 —4.35 —6.34 -2.19 5.28 —95,379 46.494 1,095,200 96.081
18 —3.52 2.25 2.06 3.57 6.72 —69,954 44.170 1,041,560 96.183
19 —10.56 —5.85 —1.02 —1.11 3.60 —117,156 46.344 1,091,540 96.070
20 —11.20 2.55 0.10 3.75 3.52 —96,479 44.960 1,059,730 96.141
21 —6.72 —2.55 —2.14 4.47 432 —76,103 44913 1,058,840 96.160
22 0.96 —9.45 2.34 5.55 4.96 —70,531 44.388 1,046,540 96.168
23 3.20 1.05 0.94 2.85 3.12 —106,099 45.056 1,062,090 96.150
24 —9.60 —10.05 —3.54 —0.75 3.36 —112,620 46.760 1,101,310 96.067
25 —1.28 —4.05 —7.18 591 5.20 —76,871 44.710 1,054,180 96.173
26 —3.84 —6.15 —1.30 0.87 5.76 —92,524 45.449 1,070,980 96.117
27 —0.32 —6.75 1.22 —0.03 5.60 —89,046 45.487 1,071,850 96.113
28 —2.56 —9.75 —4.94 3.21 6.96 —89,866 45.233 1,066,050 96.130
29 3.52 —7.05 —8.02 4.29 4.88 —85,498 45.422 1,070,840 96.160
30 —7.36 —0.45 —1.58 —0.93 4.48 —91,342 45.945 1,082,320 96.085
31 —0.96 0.45 —5.50 4.11 6.80 —80,863 44.648 1,052,400 96.144
32 0.32 —0.75 —8.30 —-2.91 4.24 —104,433 46.970 1,105,870 96.034
33 —5.76 —5.55 —0.18 0.15 5.44 —91,726 45.644 1,075,480 96.108
34 1.28 —1.35 1.78 —2.73 5.92 —91,482 45.897 1,081,120 96.079
35 —7.04 0.15 —0.74 5.01 5.52 —73,400 44.388 1,046,490 96.164
36 —8.64 —10.65 —6.06 1.59 5.84 —102,015 46.065 1,085,320 96.101
37 2.24 —3.75 —1.86 —1.29 6.32 —89,477 45.764 1,078,440 96.119
38 1.92 —8.25 1.50 3.93 6.56 —69,723 44.320 1,045,010 96.175
39 —4.16 —11.55 —2.42 4.83 3.84 —85,558 45.217 1,065,860 96.147
40 3.84 1.65 0.38 1.95 3.04 —112,120 45223 1,065,860 96.134
41 —4.48 —7.95 —4.10 0.69 4.08 —94,636 46.124 1,086,690 96.099
1?2 —5.44 1.35 —4.38 —1.83 6.16 —99,579 45.965 1,082,630 96.070
43 —-1.92 —10.35 —5.78 1.41 3.44 —96,850 46.302 1,090,860 96.096
44 —9.28 —7.65 2.90 0.33 5.12 —86,627 45.508 1,072,340 96.114
45 —0.64 —8.85 4.02 231 6.88 —72,043 44.550 1,050,440 96.176
46 —1.60 —1.95 3.46 5.19 6.64 —62,475 43.697 1,030,420 96.184
47 1.60 —11.25 —2.98 1.05 4.00 —95,155 46.017 1,084,210 96.101
48 —2.88 —4.95 —8.58 5.73 4.72 —82,280 45.154 1,064,570 96.164
49 —8.32 —1.65 3.18 —1.65 4.80 —91,814 45.794 1,078,810 96.090
50 —11.84 —3.45 0.66 2.49 5.36 —91,072 45.435 1,070,050 96.063
MIN —11.84 —11.85 —8.86 —291 3.04 —126,184 43.697 1,030,420 96.034

MAX 3.84 2.85 4.86 591 6.96 —62,475 46.970 1,105,870 96.184
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Table 9. Multiple optimum candidates for the first optimization case (maximum efficiency is shown in bold fonts).

Shaft
# Metamodel Optimizer Al A2 A3 A4 A5 Head (m) power (MW) n (%)
| KR MOGA 68.45 71.25 75.38 70.88 64.34 46.84 1,104,000 96.130
2 KR Screening 67.60 72.60 75.50 69.83 62.54 46.89 1,105,257 96.131
3 KR NLPQL 72.60 71.00 70.50 67.30 65.56 46.79 1,102,770 96.123
4 KR MISQP 72.60 71.00 70.50 67.30 65.56 46.79 1,102,770 96.123
5 NPR MOGA 69.75 70.03 70.73 66.07 6291 46.93 1,106,118 96.131
6 NPR Screening 74.20 73.87 72.65 72.04 61.92 46.70 1,100,870 96.129
7 NPR NLPQL 72.60 71.00 70.50 67.30 65.56 46.79 1,102,795 96.123
8 NPR MISQP 72.60 71.00 70.50 67.30 65.56 46.79 1,102,795 96.123
9 NN MOGA 67.74 69.97 74.32 66.56 59.29 46.94 1,106,406 96.132
10 NN Screening 67.74 70.38 73.65 72.47 59.54 46.73 1,101,575 96.131
I NN NLPQL 72.60 71.00 70.50 67.30 65.56 46.78 1,102,510 96.118
12 NN MISQP 72.60 71.00 70.50 67.30 65.56 46.78 1,102,510 96.118
13 RS MOGA 67.62 66.71 75.08 71.13 62.42 46.88 1,105,110 96.133
14 RS Screening 68.04 68.04 74.89 73.13 64.36 46.76 1,102,109 96.130
15 RS NLPQL 72.60 71.00 70.50 67.30 65.56 46.80 1,103,089 96.122
16 RS MISQP 72.60 71.00 70.50 67.30 65.56 46.80 1,103,089 96.122

KR: Kriging; NPR: non-parametric regression; NN: neural networlk; RS: response surface; NLPQL: nonlinear programming by quadratic Lagrangian;
MISQP: mixed-integer sequential quadratic programming; MOGA: multi-objective genetic algorithm.

Table 10. Multiple optimum candidates for the second optimization case (minimum cavitation, maximum efficiency and minimum
aggregate objective function values are shown in bold fonts).

# Metamodel Optimizer Al A2 A3 A4 A5 Cavitation (Pa) Head (m) Shaft power (MW) n (%) AOF

I KR MOGA —0.29 —343 —-037 594 526 —6523924 4414 1.041 96.190 —-0.270
2 KR Screening —3.85 —0.77 297 462 606 —685183l 44.05 1.039 96.186 —0.233
3 NPR MOGA —426 —878 361 574 606 —64,07842  44.03 1.039 96.186 —0.283
4 NPR Screening —2.53 —3.90 445 371 590 —67,62460  44.0I 1.038 96.177 —0.243
5 NN MOGA —6.01 —552 3.18 596 504 —66,45848 4420 1.043 96.174 —0.256
6 NN Screening 332 —065 321 6.00 520 —67,110.62  44.07 1.037 96.179 —0.249
7 RS MOGA —6.97 —6.57 433 510 6.66 —63,789.31 44.03 1.038 96.182 —0.286
8 RS Screening  0.18 —590 231 583 556 —65,6904I 44.01 1.038 96.187 —0.265

KR: Kriging; NPR: non-parametric regression; NN: neural network; RS: response surface; AOF: aggregate objective function; MOGA: multi-objective
genetic algorithm.

where f] is the efficiency, fi is the efficiency of the that one may also choose to use the single objective
reference design, f, is the cavitation (the absolute maximum efficiency and single objective minimum
value) and f>q is the cavitation (the absolute value) cavitation (the absolute value) results for f1o and f5,

of the reference design. It is worthy here to note respectively.



